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ABSTRACT

Title: An Examination of Organizational Moral Development as a
Prerequisite for Successful Implementation of Creating Shared

Value Strategy



INTRODUCTION
Overview

There is a growing awareness by individuals and businesses of the need to be
more accountable to society and to help solve society’s pressing problems (Costanzo et
al., 2014; Rey-Marti et al., 2016). There is also the need by businesses to regain
legitimacy owing to society’s unprecedented distrust and disdain of businesses (Hiller,
2013). The global financial crisis of 2008-2009 further exacerbated this distrust with
businesses being described as self-interested and unmindful of their relationships to
society (Hiller, 2013). Businesses have been accused of having no interest in humanity
(Munch, 2012) and even being a threat to human survival (Metcalf & Benn, 2012).

A strategy for success: Creating Shared Value (CSV)

Researchers have begun to explore ways by which businesses can be more
beneficial to society, i.e., ways by which businesses can create more positive social
impact for society (Porter & Kramer, 2011). Porter and Kramer (2011) describe the
concept of creating shared value (CSV) as a business strategy that businesses can adopt to
generate higher profits while simultaneously creating more positive social impact for the
society (Porter & Kramer, 2011). CSV is defined as “...creating economic value in a
way that also creates value for society by addressing its needs and challenges...” (Porter
& Kramer, 2011, p.1).

According to Porter and Kramer (2011), businesses have viewed value creation
narrowly, focusing on short-term gains at the expense of long-terms successes. This

narrow conception of capitalism has prevented businesses from harnessing their full



potential in meeting society’s broader challenges. The need to reinvent capitalism was
earlier reiterated by Bill Gates. Gates (2008) suggested that by finding novel ways for
the poor to participate in the global economy, a new wave of wave of innovation and
economic growth will be unleashed (Gates, 2008).

Arguments for CSV

The arguments for adopting CSV as a business strategy is premised on the notion
that societal needs, not just conventional economic needs, define markets (Porter &
Kramer, 2011). The largest unmet needs in society include fundamental human needs,
such as health, better housing, improved nutrition, help for the aging, greater financial
security, and less environmental damage. By addressing any of these unmet needs in an
innovative manner, companies can create economic value by creating societal value.
Businesses whose products and services address society’s fundamentals needs or solve
society’s pressing problems will receive favorable demand. This can lead to higher
profitability. Thus, businesses can gain competitive advantage while simultaneously
enhancing social and economic progress for societies in which they operate (Porter &
Kramer, 2011). In other words, companies can create economic value by creating
societal value.

Another argument for pursuing the CSV strategy is the realization that social
harms can create internal costs for firms (Porter & Kramer, 2011). This argument states
that economic gains can be realized operational efficiencies. Thus, businesses can save
more money by reducing wastage of resources, by reusing and recycling materials. This

is also beneficial to society and to the environment. Porter and Kramer (2011) suggest



three ways to create shared value: by reconceiving products and markets, by redefining
productivity in the value chain, and by enabling local cluster development. Porter and
Kramer (2011) offer the following examples; that of GE’s Ecomagination products which
reached $18 billion in 2009 — the size of a Fortune 150 company. Similarly, Wal-Mart
has made a successful attempt at redefining productivity in its value chain; by reducing
its packaging and cutting 100 million miles from the delivery routes of its trucks, Wal-
Mart lowered carbon emissions and saved $200 million in costs. By investing in
employee wellness programs, Johnson & Johnson has saved $250 million in health care
costs.

In summary, the concept of creating shared value proposes that fundamental
societal needs are ready markets waiting to be tapped by businesses, who can realize
significant economic gains by solving these needs in an innovative manner (Porter &
Kramer; Prahalad, 2014). The dual objective of CSV is the realization of profits and the
creation of social impact.

Research Gap Addressed by this Paper

This paper introduces moral development as a variable which influences how
sensitive individual businesses are to society’s legitimate needs or the legitimate needs of
stakeholders. An organizations’ moral development is described in terms of the capacity
to factor in the legitimate interests of stakeholders and to consistently act for the common

good of others in society (Mair & Noboa, 2006).



and organizational members will enhance the realization of social change.
Moral Development Theory

This research presents moral development as an “other-regarding” and a prosocial
construct. Cognitive moral development (CMD) is described as the cognitive process
that motivates an individual to help others in search of a common good (Mair & Noboa,
2006). High moral development is associated with being sensitive to the needs of others
and an ability to consider the legitimate interests of a broader stakeholder base (Goolshy
& Hunt, 1992). Low moral devlopment is associated with a focus on realizing self-
interest. In this section, a discussion of moral development in individuals is followed by
a discussion of moral development in organizations.

moral development in individuals.

The CMD theory, developed by Kohlberg (1969), states that in individuals, moral
development proceeds through a cognitive developmental process. According to
Kohlberg (1969), an individual acquires an increasingly accurate understanding of the
nature of moral obligations in complex social systems, in a developmental process that
takes place over time. Thus, according to Kohlberg (1969), in decisions having a moral
dimension, the ability to recognize and analyze the complex relationships among all the
elements involved, and to recognize all the possible outcomes that might result from
taking a particular course of action, depends on the CMD stage of the individual. The
moral reasoning processes of individuals improve as their reasoning abilities pertaining to
social arrangements improve (Goolsby & Hunt, 1992). Kohlberg (1969) proposes that

every individual occupies one of six stages of moral development and that the stage an



individual belongs to would guide reasoning and decision-making in situations involving
moral issues. According to Goolsby and Hunt (1992), making a decision in situations
involving a moral twist often requires resolving how the situation may affect each of the
entities involved and then being able to calculate the diverse range of interests of all
stakeholders in arriving at the right decision or course of action (Goolsby & Hunt, 1992).
Therefore, when situation arise involving decisions with a moral dimension, persons with
poorly developed moral reasoning abilities are less capable of assimilating the rightful
needs of all parties (Goolsby & Hunt, 1992; Kohlberg, 1969). An individual’s moral
reasoning “. . . becomes cognitively more complex in each stage as he/she uses
increasingly elaborate algorithms for setting priorities and distributing justice” (Goolsby
& Hunt, 1992, p. 56). The construct of moral judgment is also useful in providing
guidance for what course of action to pursue in situations involving conflicting moral
claims (Ashkanasy, Windsor, & Trevino, 2006).

As mentioned above, Kohlberg (1969) contends that CMD can be characterized as
a progression through a maximum of six stages. Kohlberg’s six-stage moral development
is categorized into three levels: the pre-conventional level, the conventional level and the
post-conventional level, with each level comprising two stages. At the pre-conventional
level, which comprises stages 1 and 2, individuals make moral decisions based on
immediate consequences to them, i.e., punishments and rewards. At the conventional
level, which comprises stages 3 and 4, individuals make decisions based on the need to
adhere to norms of appropriate behavior established by external groups, such as peers,

family, and society. At the principled level, stages 5 and 6, individuals make moral



decisions based on self-selected universal ethical principles which transcend the authority
of group norms. At this principled stage, individuals become decreasingly egoistical
(Goolsby & Hunt, 1992).

Kohlberg’s (1969) stage sequence of CMD has been supported as well as
validated by several longitudinal, cross-cultural, and cross-sectional research studies.

The studies demonstrate that Kohlberg’s research is applicable across many populations
and cultures (Blasi, 1980; Brabeck, 1984; Gibbs, Widaman, & Colby, 1982; Snarey,
1985). According to Goolsby and Hunt (1992), the cognitive ability to integrate the
legitimate interests of many diverse publics signals the level of CMD of an individual.
Goolsby and Hunt (1992) state further that “individuals high in CMD are able to
recognize the “social contract” and the importance of multiple stakeholders, as well as
demonstrate socially responsible behavior in organizations” (Goolsby & Hunt, 1992,
p.58).

The CMD framework has been useful in studying managers, as managers often
face situations where there are conflicting moral claims among the various interests in the
organizations that they manage (Ford & Richardson, 1994; Trevino, 1992). Marketers
have also been studied as marketing constitutes a “morally complex” environment
(Goolsby & Hunt, 1992; Ho, Vitell, Barnes, & Desborde, 1997). The CMD theory fits
squarely into the study of social entrepreneurship because social entrepreneurs often need
to assimilate the social needs of diverse publics. For social entrepreneurs, accountability
and responsibility are not limited to traditional markets, economic actors, or stockholders,

but responsibility and accountability often extend to a broader range of stakeholders,



including social actors and society (Dees, 1998). The CMD theory also fits squarely
because researchers have emphasized that tensions often exist between social and
economic goals (André, 2012) and that the pursuit of social goals is an added cost to
business. Social entrepreneurs often find themselves having to make decisions with
respect to either of these two alternatives.

The social entrepreneur often finds him/herself in situations involving the need to
resolve conflicting claims from each of these ends (André, 2012; Crane, Palazzo, Spence,
& Matten, 2014). When in situations in which moral claims conflict, understanding of
the nature of moral obligations in complex social systems becomes important (Rest,
1979), particularly for social entrepreneurs.

Goolsby and Hunt (1992) suggest that individuals high in CMD are more
sensitive to the desires, needs, and wants of diverse stakeholders and that they are also
better able to engage a broader stakeholder group, as well as integrate their legitimate
interests (Goolsby & Hunt, 1992). This suggests that CMD may be related to the process
of identification of social needs and opportunities.

moral development in organizations.

Building on Kohlberg’s (1969) ideas of individual level CMD theory, other
researchers, also theorize that the stage-based moral development idea also applies to
organizations (Logsdon & Yuthas, 1997; Reidenbach & Robin, 1991; Sridhar &
Camburn, 1993). Accordingly, organizations too, just as individuals, can be classified

into stages of moral development.



For example, Reidenbach and Robin (1991) categorize organizations into five
stages of moral development (amoral, legalistic, responsive, emerging ethical, and
ethical). Their model was based on case studies of the actions of large numbers of
organizations as they responded to diverse situations. Differences in the moral
development stage of each organization were deduced from the different corporate
actions taken by each organization. Consequently, they drew up a hierarchical model of
organizational moral development based on the observed differences in corporate
behavior. According to Reidenbach and Robin (1991), management philosophy and
attitudes are important determinants of these corporate behaviors, signaling that an
organization’s moral development is influenced by organization’s top management.
Further explanations of how corporations move across levels were presented, and case
scenarios typifying each of the developmental stages were described.

Similarly, Sridhar and Camburn (1993) argue that organizations can be
categorized into stages of moral development. Their rationale lies in the observation that,
over time, organizations develop into collectivities of shared cognitions and rationale as a
result of embracing shared language and meaning. They suggest that by viewing
organizations as symbol processing systems of shared language and meaning, a better
understanding of organizational ethical behavior can be achieved. They developed their
six-stage model by asking independent subjects to analyze speeches made by
organizational spokespersons following ethical crises. Consistently, participants

classified organizations into distinct categories of moral development.



More recently, Logsdon and Yuthas (1997) also developed a six-stage model of
organizations’ moral development. Their argument is based on whether an organization
focuses on the realization of self-interests alone or whether it takes other stakeholders’
interests into account in its activities. Logsdon and Yuthas (1997) argue that “just as the
moral development of individuals is premised on whether and how they take others into
account (Fraedrich, Thorne, & Ferrell, 1994; Trevino, 1992), an organization’s level of
moral development is signaled by the way an organization views its goals and
relationships to various stakeholders” (p. 1216).

The major theme of the work of Logsdon and Yuthas (1997) is that organizations
at low levels of moral development are motivated largely by a quest to fulfil self-interest,
i.e., economic interests and financial objectives such as bottom-line profits, stock prices,
and revenues. At low levels of moral development, organizations focus on realizing self-
interest/economic interests regardless of whether their activities result in harm to other
stakeholders, i.e., at pre-conventional stages of moral development, or, at best, they
accommodate the interests of narrow stakeholder groups only to the extent that this
furthers the realization of organizational self-interest, i.e., at conventional stages of moral
development.

However, for organizations at higher stages of moral development, i.e., post
conventional stages, the interests of broad stakeholder groups, which include market-
based and non-market- based stakeholders, local communities, environmental groups, as
well as the poor or other disadvantaged members of society, are considered as important

goals in their own right. At this stage, interests of these stakeholder groups are actively



pursued in their own rights and not merely as instrumental means geared towards the
realization of organizational self-interest alone (Donaldson & Preston, 1995).
Organizations at the post conventional stage of moral development are motivated to
pursue the interests of broad stakeholders because they “do not see themselves as
separate from this broad range of stakeholders, but they recognize their
interconnectedness in achieving welfare of the society” (Logsdon & Yuthas, 1997, p.
1218).

Just like other researchers have suggested, Logsdon and Yuthas (1997) emphasize
the role of top management as the major determinant of organizational moral
development (Logsdon & Yuthas, 1997; Reidenbach & Robin, 1991; Sridhar &
Camburn, 1993). They emphasize that top management plays a role in setting the moral
tone for the organization and that top management is responsible for establishing and
maintaining the moral climate of the organization.

The fact that top management, founder or CEO behaviors and beliefs shape
organizational variables is not new in the literature. For example, the upper echelon
theory (Hambrick & Mason, 1984) has been widely used to explain how factors such as
the cognitive biases and values of organizations’ top management, dominant coalitions or
power holders in organizations influence organizations, organizational variables and
organizational outcomes (Schminke, Ambrose, & Neubaum, 2005). To a large extent,
entrepreneurs shape their organizations through their beliefs and behaviors; they set up
processes within the organization that ensure that their philosophies filter down to

employees (Logsdon & Yuthas, 1997). An entrepreneur’s moral development is a major

10



determinant of his/her organization’s ethical climate as well as his/her organization’s
moral development stage (Schminke et al., 2005). For example, studies show that
founders, CEO, or top management significantly determine their organization’s “ethical
climate”, i.e., the moral atmosphere of the organization’s work environment (Dickson,
Smith, Grojean, & Ehrhart, 2001; Logsdon & Corzine, 1999; Logsdon & Yuthas, 1997;
Schminke et al., 2005; Sims, 2000; Sims & Brinkman, 2002) and their organization’s
moral development stage (Logsdon & Yuthas, 1997, Reidenbach & Robin, 1991).
Trevino (1986) hypothesized that a primary influence on the organization’s moral
development is the stage of moral development of top managers. In a similar vein,
Logsdon & Yuthas (1997) also argue that “unless s/he is exhibiting cognitive dissonance,
an executive who applies a high level of moral reasoning in evaluating personal moral
dilemmas is likely to use similar cognitive processes to deal with dilemmas facing the
organization” (p. 1220). Further, there is also a high likelihood that s/he would use this
framework as a standard from which to develop expectations regarding the reasoning
pursued by other individuals within the organization (Logsdon & Yuthas, 1997).
Logsdon and Yuthas (1997) suggest, for example, that a manager who considers the
legitimate interests of stakeholders in the process of decision making would prefer that
his/her subordinates also adopt such reasoning in making similar decisions. On the other
hand, a manager who, for example, cuts corners on product safety and product quality
signals to subordinates that low levels of moral reasoning are acceptable in making

decisions in the organization.
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The strong effect of an organization’s leader on the organization’s level of moral
development can also be seen in results found by Schminke et al. (2005). While
examining the effect of leader moral development on the organization’s ethical climate,
Schminke et al. (2005) found that the leader moral development exerts an influence
above and beyond that of the average moral development of firm employees, indicating
that leaders, CEOs or top management’s influence shape the organization’s moral
development.

HYPOTHESES DEVELOPMENT
Moral Development and Social Impact

Higher stages of CMD are associated with being able to accommodate the
interests of broader stakeholder groups, which include local communities, the
environment, environmental groups, as well as the poor or other disadvantaged members
of society (Kohlberg, 1969; Logsdon & Yuthas, 1997). At higher stages of moral
development, the interests of these broader stakeholder groups are considered, in their
own right, as important goals, not merely as instrumental means geared towards the
realization of self-interests alone. According to Logdson and Yuthas (1997), at a higher
stage of moral development, e.g., at the post conventional stage of moral development,
the motivation to pursue the interests of broad stakeholders arises because individuals no
longer “see themselves as separate from this broad range of stakeholders” (p. 1218) and
they “recognize their interconnectedness to these stakeholders in achieving welfare of the
society” (p. 1218). On the contrary, at low levels of moral development, organizations

focus on realizing self-interest/economic interest regardless of whether their activities

12



result in harm to other stakeholders, i.e., at pre-conventional stages of moral
development, or, at best, they accommodate the interests of narrow stakeholder groups
only to the extent that this furthers the realization of organizational self-interest, i.e., at
conventional stages of moral development (Logdson & Yuthas, 1997)

The ability to engage stakeholders has been related to higher social impact (Bacq
& Eddleston, 2018; Cannatelli, 2017). Thus, consistent with the thoughts above which
suggest that higher stages of moral development are related to the ability to effectively
accommodate and engage a broader stakeholder base, | argue that higher levels of CMD
are associated with higher ability to create social impact.

The presence of an “other-regarding” culture in organizations has also been
suggested to be related to higher social impact (Bacq & Eddleston, 2018; Montgomery et
al., 2012; Zahra et al., 2008). An organizational culture which encourages employee
participation and care fosters employee commitment to firm goals (Smith et al. 2016;
Zahra et al. 2009). Accordingly, employees are motivated to take advantage of
stakeholder support (Bacq & Eddleston, 2018) and this further amplifies the positive
relationship between stakeholder support and social impact (Bacq & Eddleston, 2018).
Similarly, Bacq and Eddleston (2018) state that an organizational culture that is not
“other-regarding” can hurt its scale of social impact by limiting employee participation
and empowerment. Researchers note that in such organizations, the intensity with which
the enterprise’s ethical and moral intentions inspire employees to pursue firm goals is
diminished (Smith et al., 2016; Zahra et al., 2009). In a culture that lacks employee

involvement and care, employees will neither be fully committed, nor will they be willing
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to exert additional effort, and these hamper the capabilities of the organization to achieve
social impact.

Reidenbach and Robin (1991) studied moral development in organizations and
found that organizations low in moral development limit employee participation and
discretion. Furthermore, these organizations do not demonstrate genuine concern for
employees (Reidenbach & Robin, 1991). In line with the above, | argue that high moral
development is positively related to social impact since it fosters an ‘other-regarding’
culture in organizations, which encourages employee participation and commitment to
organizational goals.

Higher CMD has also been found to be associated with corporate social
responsibility. In their study using marketers as samples, Goolsby and Hunt (1992)
found a good correlation between CMD and socially responsible attitude. More
specifically, they found that marketers high in CMD are more likely to act in socially
responsible ways than those low in CMD. Further, according to their findings, marketers
lower in CMD frequently placed duty to company above duty to society whereas their
counterparts higher in CMD did so less frequently. In my opinion, these findings may
suggest that individuals higher in CMD are more likely to pay attention to issues such as
lowering emission of greenhouse gases, minimizing wastes through reduced packaging
and more efficient resource use, organic food offerings, or improvement of employee
wellness, whereas individuals lower in CMD are more likely to act in less socially

responsible ways with respect to the above-mentioned issues.
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Higher stages of moral development have been associated with higher sensitivity
to the needs and wants of diverse publics and the ability to integrate the legitimate
interests because of a broader stakeholder base in society (Goolsby & Hunt, 1992).

Being prosocial or being other-oriented encourages awareness of the circumstances of
other people and forges a deeper appreciation of their different contexts of existence
(Dutton, Worline, Frost, & Lilius, 2006). Moral development is a prosocial motive.
Prosocial motives have been associated with: (1) integrative thinking, (2) commitment to
alleviating others’ suffering, and (3) a more prosocial form of cost-benefit analysis
(Miller et al., 2012). Prosocial motivations help individuals to identify more ways to help
others effectively; they engender innovation by helping to envision a larger variety of
possible benefits (Grant & Berry, 2011) and foster commitment to others by suppressing
a focus on personal risks (Batson & Shaw, 1991). In contrast to pro-self motivations,
prosocial motives encourage innovation and a search for solutions that lead to collective
gains. Therefore, in line with the above, | argue that higher CMD is associated with
higher likelihood of creating more social wealth, value, and impact than low CMD.

Werhane (2012) cites several examples of social entrepreneurs who failed because
they focused more on themselves rather than on the societies and communities which
they intended to serve. Examples of these included the Indian banking micro lending
failures (Werhane, 2012), and Hindustan Lever’s initial affordable soap campaign failure
(Werhane, 2012). These social entrepreneurial initiatives were based on a firm-centric
view and failed (Calton et al, 2013; Werhane, 2012). Werhane (2012) argues that to be

successful, social entrepreneurs must be sensitive to local contexts. In a similar vein,
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Calton et al. (2013) suggest that to be successful, social entrepreneurs must adopt the
“giving a face to places” (p.398) mental framework, i.e., a mental framework which is
able to integrate the uniqueness of every community by providing tailor-made solutions
for each community’s unique problems and challenges, thereby avoiding the provision of
generalized solutions to communities’ needs.

For successful social impact, social entrepreneurs must also develop a moral
imagination, (Calton et al., 2013) which is the ability to challenge existing mind-sets and
to think out of the box (Calton et al., 2013). It is my view that as a result of more
developed moral cognitions, social entrepreneurs higher in CMD are more likely to
possess more developed moral imaginations and are likely to be better able to adopt the
“faces and places” mental models which are necessary for successful social impact.
Therefore, | propose a relationship between CMD and social impact, stated formally:
Hypothesis 1: Moral Development is positively related to social impact.

Moral Development and Financial Performance

There is a link between social wealth creation and economic wealth creation
(Calton et al., 2013; Fuller & Tian, 2006; Kramer, 2011; Porter & Kramer, 2011,
Prahalad, 2014). Calton et al. (2013) state that there are significant opportunities for high
profitability through serving social needs. Porter and Kramer (2011), through their
“creating shared value” concept, argue that fundamental social needs and not only
economic needs define markets. They suggest that through reconceiving products,
through redefining the value chain, and by creating new coalitions, entrepreneurs can

increase social wealth and simultaneously realize more profits for themselves.
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Reconceiving products entails being creative at introducing new products that
address society’s huge and pressing needs (Porter & Kramer, 2011). According to Porter
and Kramer (2011), these needs are the greatest unmet needs globally include and include
health needs, needs for better housing, better nutrition, help for the aged, financial
security, and less damage to the environment (Porter & Kramer, 2011). Similarly,
redefining the value chain with societal progress in mind can also lead to more profits for
businesses. Porter and Kramer (2011) argue that “social harms frequently create internal
costs for firms; such as wasted energy or raw materials, costly accidents, and the need for
remedial training to compensate for inadequacies” (p. 5a). For example, excess
packaging of products and greenhouse gases are not just costly to the environment but
also costly to the business.

Earlier discussions suggest that high CMD is associated with alertness and
sensitivity to social needs, and a higher likelihood of conceiving of novel ways of
meetings these needs through innovative products and services (Grant & Berry, 2011).
Higher CMD is associated with being able to demonstrate higher concern for society and
the ability to take the interests of a wider stakeholder base into consideration. This leads
to the possibility of being more innovative at proffering solutions that meet the needs of
these diverse groups. Therefore, efforts at meeting the huge fundamental societal needs
are likely to lead social entrepreneurs with higher CMD to realize higher profits as they
meet these needs.

CMD has been associated with being ethical and with the avoidance of carrying

out socially irresponsible activities (Goolsby & Hunt, 1992). Thus, higher CMD should
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be associated with socially responsible activities aimed at reduction of greenhouse gas
emissions, more efficient resource use, and avoiding wastage. These activities, according
to Porter and Kramer (2011), translate to cost savings and financial gains. For example,
Wal-Mart in 2009 saved $200 million from reducing its packaging and lowering carbon
emission through more efficient routing of trucks. Similarly, between 2002 and 2008,
Johnson & Johnson had saved $250 million on healthcare costs by investing in employee
wellness (Porter & Kramer, 2011).

Fuller and Tian (2006) also suggest a positive link between social responsibility
and profitability in an organization. They argue that organizations which act in an ethical
and socially responsible manner acquire high levels of symbolic capital. Symbolic
capital is described as the value or reputation accorded to a firm by society (Bourdieu,
1986). Symbolic capital is the prestige or honor possessed by a firm, and it increases
with firms’ social responsibility and ethical behaviors (Fuller & Tian, 2006). More
importantly, Fuller and Tian (2006) argue that it is possible to exchange symbolic capital
with economic capital.

Conversely, lower CMD is associated with being more self-interested and having
a lower concern for society’s legitimate interests. Low CMD may therefore, limit the
likelihood of developing innovative ways to solve social needs. Social irresponsibility
and unethical behaviors are more likely with low CMD than with high CMD. Acting in
socially irresponsible ways may increase internal costs for businesses and an inability to

realize financial gains from cost savings.
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Gates (2008) also suggests that entrepreneurs who are more socially responsible
may receive more positive recognition, prompting customer loyalty. Customer loyalty
may encourage higher demand and increased patronage thereby leading to higher
revenues for organizations. | therefore propose a relationship between CMD and
financial performance and state formally:

Hypothesis 2: Moral Development is positively related to financial performance.

METHODOLOGY
Survey Sample

The sample for research was B Corps. The questionnaire was administered via
email to all the B Corps in the United States of America, a total of 1,110 B Corps. B
Corps are social entrepreneurs, who have applied to B Lab, an independent organization
which assesses, scores, and certifies social entrepreneurs. B Lab verifies social
entrepreneurs’ social and environmental performance, public transparency, and legal
accountability, as meeting the highest standards before designating them as B Corps
(https://bcorporation.net/). The B Lab website (https://bcorporation.net/) currently
contains data on the social impact scores of over 2000 Certified B Corps from 42
countries and more than 120 industries. The social impact score for each social
entrepreneur is a composite score based on an agglomeration of sub-scores based on the
following dimensions: environment, workers, customers, community, and governance.
For more information on how the social impact score is calculated, see website:

https://bcorporation.net/.

19



B Corps social impact scores range from 80 to 200. The higher the score, the
higher the social impact created by the firm. The choice of this sample is appropriate
based on two factors: (1) these social entrepreneurs engage in the simultaneous pursuit of
both social and economic goals, and (2) This sample contains a national sample of social
entrepreneurs from various industries in the United States.

Measures

The survey instrument contained items on CMD, age, level of education,
ethnicity, financial performance (revenues), and social impact. The CMD questions were
obtained from Lind’s (1978) MJT questionnaire
Statistical Methods

Returned surveys were examined for missing data and as mentioned earlier no
recurring issues were identified. Data were collected from early June to mid-August
2018. Overall, 167 social entrepreneurs completed responses were obtained, a response
rate of 25%.

RESULTS: TESTS OF HYPOTHESES
Demographic Data

There was a total of 167 participants. The mean age of the participants was 47
years. The entrepreneurs in the sample were mostly white males. Most participants had
a college or graduate degree. Table 5.1 summarizes the demographic characteristics of

the respondent sample.
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Table 1.0 Participant Demographic Characteristics

Mean/SD Range
Age (Years) 46.53/12.51 18-99

Frequency Percent

Gender
Male 89 53.3
Female 78 46.7
Race/ Ethnicity
Black 3 1.9
White 151 90.4
Hispanic 3 1.9
Indian sub-continent 2 0.9
Others 8 4.76
Education
Associate Degree 2 0.9
Some College 8 4.7
Bachelor's Degree 58 34.9
Some Graduate 31 18.8
Graduate Degree 68 40.5

N= 167
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Response Bias

A t-test was conducted to examine the differences between respondents and non-
respondents in terms of mean social impact, mean revenue, mean number of years in
business using independent sources of data. Data used for the t-tests for social impact
scores was obtained from www.bcorporation.net while data used for the t-tests for mean
revenue and mean number of years were obtained from www.owler.com. The t-tests
yielded no differences between respondents and non-respondents with respect to these
parameters (see Table 2.0). Since there is no statistical difference between respondents
and non-respondents, it suggests that the issue of response bias may be limited, and the
respondent sample is representative of the overall sample.

Table 2.0 Differences between Respondents and Non-Respondents in terms of Mean
Revenues, Mean Social Impact Scores, and Mean Number of Years in Business.

Mean
Social Mean number
Mean Impact of years in
Revenues Scores business
Respondents $3553400 99.5 12.9 years n=167
Non-Respondents  $3602458 98.3 12.2 years n =943

t-tests were not significant
Bivariate Analyses - Correlations
Table 3.0 details the results of descriptive statistics and correlations among the

key variables used in the study.
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Table 3.0 Descriptive Statistics and Correlations

Variable Mean SD 1 2 3 4 5 6 7 8
1.Social

Impact 99.5 18.7 1

Score

2. Opp. Rec N/A N/A 0.03 1

3.CMD 135 8.20 0.10 -0.08 1

4. Gender N/A N/A 0.13" -0.07 0.02 1

5. Age 46.50 12.50 0.03 -0.08 -0.06 0.18 1

6.Education N/A N/A 0.38™ 0.31™ 0.38™ 0.09 0.07 1

7. Revenue 3553400 6682703 0.16 0.23 0.20 0.10 0.20 0.45" 1

8. Years in
129 9.2 022 -0.20 0.02 0.06 037" 013 044" 1
Business
9.
26.60 86 0.43" 0.06 0.04 014 0.04 0.06 50™ 015
Employees
* p<.05 ** p<.01 *** p<.001
regression.

In this section, the formal hypotheses stated for this research, are examined and
the results of the different statistical methods used are presented.

hypotheses testing.

hypothesis 1: cmd is positively related to social impact.

A hierarchical multiple linear regression was used to determine the relationships
between CMD and social impact. The number of employees and the number of years in
business were used as control variables. Thus, a stepwise analysis was performed. The

enter method was used with number of years in business and number of employees first
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entered into the model and with CMD values subsequently entered into the model (see

Table 4.0). As can be seen, the entrepreneur’s CMD plays an important part in social

impact created (see Model 2, on Table 4.0). The resulting regression model was

significantly improved over Model 1 (which had only the control variables) with the

addition of CMD to the model (p <.001). Model 2 resulted in an adjusted R? of .065 (F =

26.674, p <.001). The standardized regression coefficient for CMD was also highly

significant (B = .325, p <.001). Thus, a one standard deviation change in CMD would

result in a .325 standard deviation change in the social impact created. These results

provide strong support for Hypothesis 1.

Table 4.0 Regression Analyses Results for Social Impact: Hypothesis 1

Model 1 Model 2
Variable Beta Beta

Controls

Number of years in business 42 22%*

Number of Employees .25 06**

CMD 325%**
F 26.674** 27.030**
Adjusted R Square .032 .065
Change in R Square from Model 1 .033*

* p<.05 ** <01 **% n< 001 n=167
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hypothesis 2: cmd is positively related to financial performance.

A hierarchical multiple linear regression was used to determine the relationships
between CMD and financial performance. Here, the number of employees (size) and
number of years in business were used as control variables. Thus, a stepwise analysis
was performed. The enter method was used with number of years in business and
number of employees first entered into the model and with CMD values subsequently
entered into the model (see Table 5.0). CMD had a positive relationship with revenue but
the relationship was not statistically significant. The regression coefficients for CMD
was not significant (see Model 2 in Table 5.0). Thus, hypothesis 2 was not supported.

Table 5.0 Regression Analyses Results for Financial Performance: Hypothesis 2

Model 1 Model 2
Variable Beta Beta
Controls
Number of years in business 42 36**
Number of Employees .25 A44*
CMD .008
F 29.097*** 31.145**
Adjusted R Square .038 .052
Change in R Square from Model 1 .014*
* p<.05 ** p< .01 *** pn< .00l n=167
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DISCUSSION OF RESULTS

The study found support for hypothesis 1 which examined the relationship
between CMD, and the social impact. This is consistent with the literature suggesting
that CMD is related to the ability to assimilate the interest of diverse publics and to
incorporate and serve the goals of a wider stakeholder base (Donaldson & Preston, 1995;
Goolsby & Hunt, 1992; Logsdon & Yuthas, 1997). All things being equal, the more
likely it is to identify and meet the needs or goals of a wider stakeholder base, the greater
social impact created. Moreover, Goolsby and Hunt (1992) suggest a positive
relationship between moral development and socially responsible behavior. And all
things being equal, the results of this study suggest that acting in a socially responsible
manner should lead to higher social impact.

Full support was not found for hypothesis 2 which examined the relationship
between CMD and the financial performance. Although the statistical relationship
observed between these variables was positive, it was not significant. The inability to
find support for this hypothesis may be related to tensions that may exist in the
simultaneous pursuit of social goals and financial goals (André, 2012). It may be the
case that those businesses higher in CMD placed more emphasis on creating social
impact at the expense of financial gains (Peredo & McLean, 2006). It may also be the
case that businesses lower CMD levels did better in terms of financial performance since,
theoretically speaking, lower CMD predisposes individuals to pursue self-interest at the

expense of other social interests.
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Taken together, the data trend suggested consistency with the stated hypothesis as
there was a positive relationship between these variables. As discussed in earlier, the
Creating Shared Value (CSV) strategy is gaining recognition as one of the strategies
suggested for present day businesses for maximizing profits while at the same time
creating social impact for society (Porter & Cramer, 2011). CSV strategy is
recommended for business success. Porter & Kramer (2011) suggest that not only will
this strategy help businesses to make profits, but it will also help businesses regain lost
legitimacy in the eyes of society, and usher in a new wave of creative capitalism (Gates,
2008; Porter & Kramer, 2011). The findings of this study suggest that organizations high
in CMD are more likely than those low in CMD to be successful in adopting and

executing this strategy.
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1 The Impact of External Factors on Productivity
The Impact of External Factors on Productivity: Changes in Freight Railroad Productivity

due to Deregulation and Economic Recessions

Abstract

Studies of productivity have often focused on internal factors such as, employment, prices, and
profit. This study examines the effects of deregulation and economic recessions on several
measures of productivity using the case of the freight railroad industry. Following its
deregulation in 1980, the freight railroad industry initiated a retrenchment and turnaround
strategy to reverse the chronic pattern of decline that had produced numerous bankruptcies. It
began cutting costs and investing in new products, services, and technologies to increase
competitiveness. Results show that deregulation had a positive impact on capital and labor
productivity, and that economic recessions had a negative impact on capital productivity but not
on labor productivity.

Keywords: Freight railroad; productivity; deregulation; recession.

During the late 1970's and early 1980's, the railroad, airline, trucking, banking, and
telecommunications industries were substantially deregulated. Numerous studies have examined
the effects of this deregulation on wages, employment, and productivity (e.g., Bailey, 1986;
Card, 1986; Ehrenberg, 1979), and on prices, revenue, and market share (e.g., Ellig, 1989;
Johnson, 1991). A few studies have examined the effects of deregulation on employee
characteristics such as age and education, but these studies did not link changes in employee
characteristics to business strategy or to outcomes such as productivity (e.g., Guthrie, Grimm, &
Smith, 1991; Murphy, 1988).

Deregulation alters the business environment and thereby increases pressure on firms to
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alter business strategy (Guthrie, Grimm, & Smith, 1991). In turn, business strategy influences the
characteristics of employees needed (Guthrie & Olian, 1991; Jackson, Schuler, & Rivero, 1989).
Thus, deregulation should cause firms to alter staffing practices in an effort to be successful in
the new environment, and those staffing changes should lead to increased productivity.

Industry Level Versus Firm Level Strategy

The life cycle, turnaround, and retrenchment theories are formulated at the firm level, and
explain individual firm reactions to environmental changes. By extension, we contend that
environmental changes such as deregulation that affect an entire industry segment will lead to
aggregate industry outcomes similar to those that would be expected if the environmental
changes affected only a single firm.

The freight railroad industry was regulated so heavily in regard to prices, technology, and
infrastructure such that all firms virtually were required to follow the same business strategy in
order to remain within the bounds of the regulations. Because all firms followed the same basic
business strategy (due to regulation), they can be considered to be a strategic group (Porter,
1980), and as such, they can be analyzed jointly at the aggregate level.

Lending support to the contention that all firms can be viewed as a strategic group and
analyzed at the aggregate level is the high level of mergers and acquisitions in the industry.
Specifically, in 1980, there were more than 25 freight rail carriers, but that number had declined
by more than 75 percent to 6 freight rail carriers by 2010 due to mergers and acquisitions
(Kriem, 2011). In short, the industry moved away from differentiation of companies toward
oligopoly.

Because all firms in the industry began with the same business strategy and were affected
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similarly by deregulation, they should have attempted to make similar changes in business
strategy and employee characteristics, and these changes should be evident at the industry level.
This extension of firm-level theory to industry level analysis has been used by previous
researchers who used industry-level data to examine relationships between deregulation,

employment and product prices (e.g., Babcock & German, 1991; Yochum & Rhiel, 1990).

Business Environment

Prior to passage of the Staggers Rail Act in 1980, the freight railroad industry was
heavily regulated. The Interstate Commerce Commission required that prices meet or exceed
certain levels, restricted entry into the industry, and severely limited abandonment of seldom
used or unprofitable tracks (Wilner, 1990). Further, freight railroads' primary competitor was the
trucking industry, and when freight railroads' reliability fell and costs rose during the 1970's, the
trucking industry increased its share of the shipping market dramatically (Murray, 1991).

Deregulation allowed freight railroads to decrease their prices to gain market share
(Boyer, 1987; Levin 1981a). Firms also were permitted to form contracts where the terms of the
contracts could remain confidential, which fostered competition (MacDonald, 1989; Levin,
1981b). Further, the process of obtaining approval to abandon tracks was simplified so that some
tracks could be abandoned immediately, which decreased overhead costs (Braeutigam & Panzar,
1993; Due, 1987).

Although freight railroads were permitted to compete with other shippers after being
deregulated, delays and damages to shipments were still more common with railroads than with

other shippers (Murray, 1991). Further, customer service was poor due to cumbersome
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organizational structures and outdated technology (Bradley, 1990). In addition, the coal and steel
industries were still declining and the railroads needed to increase shipping other types of goods
in order to increase market share (Guthrie, Grimm, & Smith, 1991).

Business Strategy
Freight Railroad Business Strategy

In order to adapt to the rapidly changing business environment that was caused by
deregulation, the railroads adopted a business strategy known as resizing (Koys et. al., 1990). A
resizing strategy occurs when a firm does the following: expands part of the firm into new parts
of a niche; shrinks some parts of a niche; and leaves other niches intact, as shown in Figure 1.
The resizing strategy simultaneously encompasses three stages of the business life cycle: growth;
maturity; and decline.

As shown in the Figure 1 the resizing strategy undertaken by the railroads was as follows:
expand into the intermodal niche in order to win customer confidence and to compete with
trucks; decrease shipments of coal and steel; maintain shipments of farm products.

A resizing strategy is also a continuous action involving all levels of the organization
(Koys, et. al., 1990). In the railroads, each level of the organization, from the upper management,
to the technicians, to the train engineers, down to the maintenance crew was affected by the
resizing, because the roles and interactions of each employee under the new operational methods

and technology of intermodal would change.
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Figure 1

Organizational Resizing and the Change in Niche for the Freight Rail Industry
Adapted from: Koyes, et al. (1990).

"Organization resizing proactively influences a company's shape and size in relation to its
developing niche and long-term objectives,” so we would expect the shape, size, and functions of
the labor force of the railroads to alter because of the resizing (Koys et. al., 1990). That is, the
organizational strategy influences the human resource strategy.

Freight Railroad Operational Strategy

In order to increase market share and profitability, the railroads planned to become a
multifaceted and high-quality freight transportation industry (Miller, 1987). Firms could achieve
higher productivity and market share by following a two-step process. First, because firms faced
a high level of competition, they should have decreased employment, labor costs, and capital
costs, which were higher than necessary (Pearce & Robbins, 1992). This retrenchment would

allow firms to decrease costs so that funds could be made available for changes in product-

market focus. A successful retrenchment should be accompanied by a selective and internally
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consistent pattern of elimination and redeployment of employees (Barker & Mone, 1994).

Second, firms should have tried to increase market share. Under the product life-cycle
theory, firms in a turnaround stage are threatened with closure but wish to survive (Kochan &
Barocci, 1985; Schuler, 1989). These firms focus on cutting costs and on increasing quality,
customer loyalty and market share. During turnaround, the railroads expanded into new product
markets, decreased output to some product markets, and maintained output to other product
markets (Miller, 1987).

Firms also began to increase the quality of customer service through the use of
computerized and centralized dispatching and customer service centers (Welty, 1987; Yochum &
Rhiel, 1990). Further, firms increased the use of intermodal transportation, where boxcars are
moved from trains to trucks without unloading the boxcar, and so railroads were able to provide
door-to-door service similar to the trucking industry (Duke, Litz, & Usher, 1992; Willoughby,
1988). Firms used the flexibility of centralized dispatching and intermodal transportation to
implement just-in-time shipping (Bradley, 1990). Railroads also made infrastructure
improvements such as upgrading track beds and purchasing new locomotives in order to reduce
delays and damages to shipments (Shedd, 1992). In summary, freight rail carriers would have
needed to address many areas of operations in order to increase productivity (Kreim, 2011).

Business Strategy and Staffing Strategy

An HRM strategy provides strategic focus for organizations, because its components (i.e.,
staffing, compensation, training, communication, and organizational culture) greatly influence
the effectiveness of business strategy implementation (Walker, 1992). It has long been

recognized that staffing practices, in conjunction with business strategy, influence organizational
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outcomes (Dyer. 1984; Miles & Snow, 1978; Olian & Rynes, 1990; Schuler, 1992; Schuler &
Walker, 1990). Research on business strategy implementation shows that staffing practices that
fit the requirements of a business strategy can facilitate the successful implementation of that
business strategy (Galbraith & Kazanjian, 1986; Gomez-Mejia, 1988). Staffing practices can be
used to encourage employee behaviors that can enhance organizational performance, staffing,
and be used as a means to implement business strategy (Butler, Ferris, & Nappier, 1990; Schuler,
1992; Wright & McMahan, 1992).
Retrenchment

At the start of deregulation, the railroad industry faced an increasingly competitive
product market and had higher than necessary employment and labor costs. Because prices were
higher than they would have been if firms were not regulated, and because the industry was
heavily unionized, wages also were higher than they would have been if firms were not regulated
(Cook, 1991; Welty, 1988). This pattern is typical of regulated industries (Ehrenberg, 1979).
After deregulation, firms began to retrench which required changes in staffing practices aimed at
cost reduction. In deregulated industries, either wages or employment or both should fall
substantially due to increased product market competition (Ehrenberg, 1979), so the industry
should have taken steps to decrease compensation costs or employment or both (Schuler, 1989).
These relationships are shown in Figure 2.

Indiscriminate slashing of an industry's resources may actually hasten the industry's
decline (Barker & Mone, 1994), but, selective and prudent reductions that lower costs but
improve efficiency can yield a leaner, more productive and more strategically flexible industry.

The key is to eliminate those assets and employees that are least productive and invest in those
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assets and employees that are crucial to the industry's future. Thus, the industry would have
wanted to decrease employment and labor costs for occupations not directly involved in
production, such as managerial and clerical positions (i.e., staff positions). The industry also may
have wanted to decrease employment of some production (i.e., line) positions. However, it would
have been difficult to decrease employment in production occupations due to the high level of
unionization of these occupations (Cook, 1991). Thus, it should be expected that employment

and labor costs would fall significantly for staff employees but less so for line employees.

Staff Employees:
Employment (-)
Price Labor Costs (-)
Competition:
Retrenchment Bidding
P Confidential
o contracts —»| Line Employees
7 Employment(-) | |
Labor costs (-)
Staff Employees | /|
.;\‘ Age (_) |
N Product € Education (+)
\ Competition: Earnings (+)
Technology
New Products
Customer % Line Employees
Service Age (+)
Education (-)
Earnings (+)

Figure 2
Hypothesized Relationships between Retrenchment, Turnaround, and Productivity

Turnaround

Employee characteristics. In addition to retrenching, the industry also needed to branch

into new product markets, improve quality, and use advanced technology to implement the

turnaround. Turnaround affects staffing because an industry may need different knowledge,
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skills, and abilities than those possessed by current employees (Fombrum, Tichy, & Derenna,
1984). Therefore, an industry which is changing focus or expanding should seek employees with
different skills than the skills of employees in the firms, which ensures having the necessary
skills available and helps avoid promoting unqualified employees.

Mature industries are more likely to require employees who promote innovation, in order
to avoid stagnation or decline (Butler et al., 1990; Coombs & Rosse, 1992). Thus, to achieve
turnaround, the industry would need to hire employees who would promote innovation. Guthrie
and Olian (1991) found that firms that focus on improving the quality and diversity of products
hire younger managers than managers hired by firms that focus on being low-cost producers.
Firms may believe that younger employees are more flexible and willing to take more risks, and
that employees with higher levels of education bring a greater variety of ideas to a company
(Grimm & Smith 199I; Guthrie & Olian, 1991).

Staffing practices vary according to the type of occupational category of employees
(Jackson, et al., 1 989), so railroads may have wanted to increase the educational level of some
employees but not of others. Specifically, railroads would have wanted to increase the
educational level of managerial and professional employees, because these employees would be
responsible for planning and implementing changes in managerial, technological, and
organizational practices. Thus, the industry would have hired younger and better-educated
employees for staff positions. However, due to the high level of unionization of line occupations,
the industry would not have been able to make changes in the age and education in these
occupations (Lewis & Miller, 1987; McMahan, 1991; Shedd, 1992; Welty, 1989).

Productivity. Fit between the requirements of the new business strategy and the
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industry’s staffing practices should enhance implementation of the business strategy (Butler et
al., 1990; Galbraith & Kazanjian, 1986; Walker, 1992). If staffing practices encourage employee
behaviors that support business strategy, then industry performance should be enhanced
(Galbraith & Kazanjian, 1986: Schuler, 1992). Because the railroads were operating in an
increasingly competitive environment, they should have implemented changes aimed at
increasing productivity. When the industry achieved appropriate changes in its staffing
outcomes, performance measures would have improved, and the industry would have achieved
increased productivity.
Method

Subjects

Workers. Data on railroad employee characteristics were derived from the Occupational
Employment Statistics (OES) and the Current Population Survey (CPS). The CPS is a survey of
randomly selected households conducted monthly by the Department of Commerce, Bureau of
the Census (U.S. Department of Commerce, 1982). For the years 1982, 1989, and 1993, data was
taken from the magnetic tapes and CD ROM’s containing the raw data, and for later years, data
was taken from the Census Bureau web site. The Occupational Employment Statistics (OES) is a
survey of nonfarm employers conducted by Bureau of Labor Statistics, U.S. Department of
Labor, and it does not include self-employed workers (U.S. Department of Labor, Bureau of
Labor Statistics, 2019a). The OES data was taken from the Department of Labor web site.
Variables

Employment. We measured employment levels to determine whether the industry

underwent retrenchment. For the CPS for the years 1982, 1984, 1989, and 1993, occupational
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employment was calculated from the CPS raw data using the March Supplemental Weights,
which are based on the person's probability of being selected for the survey, (Batine, 1991; U.S.
Department of Commerce, 1982). Employment data was also taken in aggregate form from other
sources for comparisons with productivity measures (Statistical Abstract of the United States,
1993; 1985; 1981). OES employment data for later years was downloaded in final form from
tables on the Bureau of Labor Statistics website.

Productivity. We examined productivity in order to determine the effects of changes of
employee characteristics on organizational outcomes. We used the following three measures of
productivity: Capital productivity; Labor productivity; and Multifactor productivity. Labor
productivity (i.e., output per employee hour) is “the sum of the effects of changes in capital and
intermediate purchases inputs relative to labor and the multifactor residual” (Duke, Litz, Usher,
1992, page 49). Multifactor productivity “relates output to the combined inputs of labor, capital,
and intermediate purchases. It reflects many of the same influences as the labor productivity
measure, but because both capital and intermediate purchases are included as inputs, it does not
reflect the effect of these influences on the productivity residual” (Duke, Litz, Usher, 1992, page
49).

The productivity measures are indexed to 2007 = 100. For the years for 1987 to 2018,
data on productivity was obtained from the Bureau of Labor Statistics using the BLS Data Finder

1.1 located at the following URL.: https://beta.bls.gov/dataQuery (U.S. Department of Labor,

Bureau of Labor Statistics, 2019b). The URL for the query is located in the reference list; the
query used the following categories: SEARCH: productivity; SURVEY:: Industry Productivity;

CHARACTERISTICS: Industry; CHARACTERISTIC CATEGORY: Trade and Transportation
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and Utilities; CHARACTERISTIC CATEGORY DETAIL: Rail Transportation.

For the years 1970 to 1986, data on productivity was obtained from Duke, Litz, Usher,
(1992), and data was transformed from being indexed to 1982 = 100 to being indexed to 2007 =
100 by comparing the statistics for the year 1987 from the earlier and later data sets, and
multiplying the earlier productivity statistics by the percentage that would make the 1987 figures
for the two data sets equal, as follows: capital productivity, transform 133.3 to 58.454 by
multiplying by 0.4385; labor productivity, transform 171.8 to 42.315 by multiplying by 0.2463;
multifactor productivity, transform 145.8 to 62.516 by multiplying by 0.4288.

Results
Employment

Figure 3 shows that from 1982 to 1989, total employment declined 28.6% from 470,897
to 336,196, and employment declined for every occupation except transportation and material
moving occupations (OES code 53). By 1994, employment decreased a further 27.4% to
244,220, for a total decrease of 48.2% between 1982 and 1994.

Employment in four support staff occupational groups decreased faster than industry
average from 1982 to 1989 as follows: professional specialty, including engineering, math,
science, law, education (OES codes 17, 19, 23, and 25) declined 90%; executive, administrative,
and managerial; finance; computer (OES codes 11, 13, and 15) declined 50%; precision
production, craft, and repair (OES code 49) declined 55%. Administrative support, including
clerical (OES code 43) declined 23.2%, slightly less than industry average.

Employment in three production occupational groups increased from 1982 to 1989 as

follows: machine operators, assemblers, and inspectors (OES code 51) increased 154.1%
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transportation and material moving occupations (OES code 53) increased 41.3%; service —
protective, food, health, (OES codes 29, 33, 35, and 39) increased 7.3%._
Productivity

Figures 4 and 5 contain data on three measures of productivity (i.e., capital, labor, and
multifactor) spanning the years before and after deregulation (i.e., 1970 to 2018), indexed to
2007 = 100. Over the 38-year period, productivity for the three measures increased significantly:
(capital by106.1%%; multifactor by 198.7%; and labor 686.8%). The rate of increase for labor,
capital, and multifactor productivity increased significantly after deregulation, until the onset of
the 2007 to 2009 recession. During and following the recession, labor productivity continued to

increase but capital and multifactor productivity decreased.

Freight Railroad Employment 1982 to 2018
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Figure 3 Freight Railroad Employment 1982 to 2018
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Freight Rail Productivity 1970 to 2018
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Figure 4 Freight Rail Productivity, 1970 to 2018: 2007=100
Figure 5 contain data on the rate of change in productivity. Viewing the data in annual

changes (shown in Figure 5), significant declines in capital productivity are notable during years

when there was a national economic crisis: 1975 (-11.9%), 1982 (-10.4%), and 2009 (-18.6%).

Annual Change in Productivity Measures,
1970 to 2018
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Figure 5 Annual Change in Productivity Measures, 1970 to 2018

Viewing the data in 5-year periods (shown in Table 3 and Figure 6), it is seen that the

highest rates of increase occurred in the period directly following deregulation, in 1981 to 1985
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(capital +28.0%; multifactor +29.3%; labor 48.1%), and in 1986 to 1990 (capital +28.1%;
multifactor +24.9%; labor 32.8%). Although productivity continued to increase until 2009, it did
so at a slower rate, and the period covering the most recent recession, 2006 to 2010, saw net

decreases in capital (-13.1) and multifactor (-4.0) productivity.

Table 3

Rate of Change in Productivity, 5-Year Periods, 1970-2018
Period Capital Labor Multifactor
1970-1975 4.9 19.8 12.9
1976-1980 10.0 16.5 8.6
1981-1985 7.3 48.1 29.3
1986-1990 28.0 32.8 24.9
1991-1995 28.1 22.6 19.3
1996-2000 1.1 16.2 2.5
2001-2005 10.5 14.0 7.5
2006-2010 -13.1 2.5 -4.0
2011-2015 -7.2 5.2 -1.7
2015-2018 2.9

Rate of Change in Productivity, 5-Year Periods
1970-2018

Figure 6
Rate of Change in Productivity, 5-Year Periods, 1970-2018
Discussion
Employees

Employment. The freight rail industry experienced sharp declines in employment
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immediately following deregulation in 1980, and the decreases continued until the mid-1990’s,
when employment generally leveled off (i.e., 1982 = 470,897; 1994 = 244,220; 2018 = 232,580).
The industry also used selective retrenchment and turnaround strategies with its staffing shortly
after deregulation because employment in occupations was decreased or increased at different
rates. Results also indicate that the industry subsequently achieved significantly higher
productivity, in particular, labor productivity, and productivity continued to increase over time.

From 1982 to 1989, employment in supporting (i.e., staff) occupations decreased faster
than industry average, while employment in production (i.e., line) occupations increased. From
1988 to 2018, employment in supporting occupations and some production occupations
decreased faster than average, while transportation and moving materials employment decreased
slower than average. Overall, the industry significantly decreased employment and realigned its
staffing patterns to increase the relative importance of production and transportation occupations,
which resulted in an extraordinarily large increase in labor productivity.
Productivity

The industry experienced increases in capital, multifactor, and labor productivity
throughout the 1970 to 2018 period. The rate of increase in the three productivity measures
increased greatly in the years directly following deregulation (i.e., 1982 to 1986), then declined
until 2009. At that time, due to the 2007 to 2009 recession, the rate of growth in capital and
multifactor productivity became negative, but the rate of growth of labor productivity continued
to be relatively high. Three years of national economic crises (i.e., 1975, 1982, and 2009) caused
slight decreases in capital productivity, and 2009 also caused slight decreases in multifactor and

labor productivity. Nevertheless, labor productivity continues to grow.
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Conclusions

When faced with increasing competition and higher than necessary costs, firms in the
railroad industry began a program of retrenchment and turnaround designed to lower costs and
restore lost market share. Staffing changes that were designed to fit the requirements of the
turnaround strategy helped the strategy succeed. As a result, productivity and output increased.

We conclude that changes in business environment that introduce more competition into
the product market can be addressed through retrenchment and turnaround strategies. Fit
between the environment, the business strategy, and employment practices can lead to increases
in productivity. Further, although the retrenchment and turnaround theories are formulated at the
firm level, they appear to be applicable at the industry level when environmental changes affect
an entire industry.

Our study has limitations, the most significant among those limitations being the
secondary nature of our data. In particular, use of OES data for longitudinal analysis can
sometimes be problematic (U.S. DOL-BLS., 2019d). When creating the crosswalks for this
paper, we discovered several anomalies in the OES data sets. Many anomalies were corrected for
the purpose of this paper, but some anomalies may have been missed. Due to the anomalies, the
total number of employees in the industry differs in this paper from the published OES statistics
for various years.

Nevertheless, our industry level perspective does accomplish some things that we could
not have accomplished otherwise. Our approach eliminated firm-specific or regional variation

which could have affected the degree of retrenchment or the types of changes in staffing
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practices that were observed. Our study also allowed us to examine the theoretical linkages
between strategy and staffing at the industry level. The data seem to suggest that the basic
industrial and organizational paradigm of structure/conduct/performance can be extended to
firm-level actions in the areas of strategy implementation and staffing.

In spite of its limitations, however, this study adds value for theorists engaged in both
business strategy and human resource management research. Strategy researchers will note the
pattern of retrenchment and recovery that seem to have characterized this industry's turnaround.
HRM researchers will note that human resource practices lie at the heart of strategic
effectiveness. This study strengthens the argument that the human resource perspective should be
represented throughout the strategic process.
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What happens when there is a new guy at work? Tackling the problem of tacit knowledge
through social networks.

Abstract
Tacit knowledge is the key to business continuity and retaining core knowledge during
organizational change. Corporations have recognized its importance and implemented
knowledge management strategies to ensure valuable knowledge is preserved. While much of the
academic research has looked into the nature of tacit knowledge, the role of social networks in
maintaining tacit knowledge has been largely unexplored. The following paper seeks to link
existing tacit knowledge theory with social network theory through theoretical analysis and
literature review. First, social networks are more important when tacit knowledge cannot be
codified and when the nature of that knowledge is process-based. Second, while the strength of
relationships tends to increase the effectiveness of tacit knowledge transfer, weaker relationships
tend to dominate the actual transfer of knowledge. Third, asymmetry in relationships tends to
decrease effectiveness of tacit knowledge transfer. The purpose of the paper is to explore when
social networks matter more for tacit knowledge communications and what types of social

networks are most effective at transmitting tacit knowledge.

Keywords: Tacit knowledge, knowledge, knowledge transfer, social networks, information
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Introduction: An Unexplored Intersection

Transmitting tacit knowledge from experienced workers to new workers is widely
recognized as difficult and challenging for organizations (Haldin-Herrgard, 2000; Hau, Kim, &
Lee, 2016). The formal and informal social networks that constitute an organization play a large
role in how effective tacit knowledge is communicated among employees. Tacit knowledge is
information and patterns contained in the minds of experienced workers, which is difficult to
communicate to newer workers because of its specific and complex nature (Nonaka, 1994;
Polanyi, 1966). During the course of a career, employees build up knowledge of process and
content in relation to their roles that are not codified anywhere within the firm. It is resident in
their heads, and they do not have to communicate it on a regular basis (even though they may use
it every day). When it is time to pass on knowledge to new workers, tacit knowledge poses a
problem for firms unless an effective communication mechanism is established. The literature
has discussed how tacit knowledge is difficult to both communicate to others and directly teach
others due to its highly personalized nature (Ambrosini & Bowman, 2001; Li-Wei & Lin, 2013;
Nonaka, 1994; Reed & Defillippi, 1990; Simonin, 1999; Swap, Leonard, Shields, & Abrams,
2001; Wipawayangkool & Teng, 2016). While much as been written in academic literature about
the problems related to communicating tacit knowledge, more attention is needed surrounding
the role of social networks.

Social network theory deals with the structure, strength, and symmetry of relationships
within an organization (Brass & Burkhardt, 1993; Brass, Butterfield, & Skaggs, 1998; Mead,
2001). Outside of the “formal” reporting structure, employees have complex social relationships
in their daily interactions. Social networks have a number of variables that can effect the

relationship between experienced and newer workers. For example, two important variables are
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symmetry (if one person is more powerful than the other) and strength (the emotional closeness
of the relationship. These interactions can have huge impacts on how tacit knowledge is shared
between those employees.

This paper attempts to address a gap in the literature by examining the intersection of
tacit knowledge transfer and social networks. The paper offers several propositions to investigate
the complex interaction of the types of communication (in regards to tacit knowledge) and the
types of social networks. Many combinations are possible, but certain arrangements will result in
the most effective transmission of tacit knowledge within a social network. The paper explores
the inherent problems tacit knowledge creates for organizations and the four communication
methods typically utilized to transmit tacit knowledge to new generations of workers. The paper
also discusses the theory of social networks to define the variables (structure, strength, and
symmetry) that outline different types of relationships. Lastly, the paper discusses the

propositions in regards to tacit knowledge and social networks.

Tacit Knowledge

The literature has long recognized knowledge as a source of competitive advantage for
organizations (Grant, 1997; 1996b). Knowledge is the understanding through individual learning
and perception (Grant, 1996b; Polanyi, 1966). Knowledge can be a significant organizational
resource if it comprises characteristics that are valuable, rare, inimitable and non-substitutable
characteristics, even more so if it has a tacit dimension (Polanyi, 1966; Seidler-de Alwis &
Hartmann, 2008).

There are two distinct types of knowledge: tacit knowledge and explicit knowledge

(Grant, 1997; Polanyi, 1966). Michael Polanyi defines tacit knowledge as the understanding that
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is developed through observations and practice that cannot be clearly codified and
communicated. Everyone provides their own distinct meaning, based on his/her collection of
tacit knowledge, when articulating knowledge (Polanyi, 1966). Thus, tacit knowledge is
inherently build up in a persons’ mind and is difficult (though not impossible) to codify.

Another view is from Martin Davies, who utilizes a linguistic approach to define tacit knowledge
as a "certain kind of causal-explanatory structure which underlies, or is antecedent to, the pieces
of knowledge that the speaker has concerning complete sentences™ (1989: 542). Davies sees
tacit knowledge as a way to explain structure without the need to be explicitly stated.

Tacit knowledge is not written down anywhere—although there is some disagreement, as
to whether it could be. Most academics believe that tacit knowledge can never be written down
and that tacit knowledge ceases to be tacit if it can written down. Tacit knowledge is the
"knowing how" instead of “knowing about” where it can only be shown through application and
practice, which is not possible through codification (Grant, 1996b; 1996b; Kogut & Zander,
1992). Moreover, codifying tacit knowledge may redirect the focus to the particulars instead of
the entity. As a result, the focus change may cause people to lose sight of the entity and the
related tacit knowledge all together (Polanyi, 1966). However, it is worth noting that some
authors believe that tacit knowledge can be written down, but is not because of the sheer volume
of knowledge (Selamat & Choudrie, 2004). While tacit knowledge ceases to be tacit when it is
written down, it remains tacit if it could be written down but remains unwritten. This more
accurately reflects the reality of most corporations today, so the more permissive definition of

tacit knowledge as knowledge not currently written down is stronger.

However, once knowledge is written down (or otherwise codified), it is generally

accepted to be explicit knowledge (Grant, 1996b; Selamat & Choudrie, 2004). Explicit



WHAT HAPPENS WHEN THERE IS A NEW GUY AT WORK? TACKLING THE PROBLEM OF TACIT KNOWLEDGE THROUGH SOCIAL NETWORKS

knowledge is knowledge that can be both communicated and shared through language and
writings. Moreover, explicit knowledge is knowledge that can be standardized and reproduced

easily for other people (Liao, 2005; Polanyi, 1967).

Opportunities and Challenges of Tacit Knowledge

Tacit knowledge presents interesting opportunities and challenges for organizations.
Tacit knowledge can provide a real competitive advantage for firms because it is hard to
replicate by its very nature (Bermanet, Down, & Hill, 2002; Grant, 1996b; Li-Wei & Lin, 2013;
Lubit, 2001; Wipawayangkool & Teng, 2016). Knowledge that is in employees’ brains is
difficult to replicate in other firms, because it is based on a unique set of experiences (Bhatt,
2001; Grant, 1996b; Haldin-Herrgard, 2000; Reed & Defillippi, 1990). Tacit knowledge around
process often comes together to form a strong foundation of culture (Ghoshal & Bartlett, 2000;
Hurley, 2002; Lawler, 2004). Examples such as McKinsey & Company, which is known to have
a culture of excellence in management consulting, is based on inherent knowledge of the
“McKinsey Way” to operate businesses—much of which is not codified, but is built into the
“DNA” of McKinsey consultants.

However, tacit knowledge also presents an inherent problem—how to replicate such
knowledge to new employees. Gertler (2003) illuminates the properties of tacit knowledge by
discussing its three inherit and perpetual issues. The first issue is how tacit knowledge is
produced. It is difficult for firms and its managers to understand how tacit knowledge is created
and how to make investments that will facilitate its creation. The second issue is how can firms
find tacit knowledge from their individual employees and correctly utilize it for the bettering of

the firm. The third issue is how can firms reproduce tacit knowledge and share it among internal
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employees (Gertler, 2003). The aforementioned problems with tacit knowledge come down to
the single point that it cannot be easily conveyed, as its owner never had to state the knowledge
in a clear and precise way (e.g. subjective insights, intuitions, and hunches). Moreover, the
transfer of tacit knowledge is sensitive to both social and situational context, which can be
difficult to replicate for educational purposes. Unlike explicit knowledge, tacit knowledge has to
be internalized by the individual within a social context in order to be appropriately understood.
Thus, the methods of communication of tacit knowledge become of paramount importance for

organizations seeking to use tacit knowledge to build competitive advantage.

Communicating Tacit Knowledge

Many studies have analyzed the effectiveness of “systems” (information technology or
knowledge management systems) in capturing tacit knowledge (Desouza, 2003; Malhotra, 2002;
Nonaka, 1994; Selamat & Choudrie, 2004; Wipawayangkool & Teng, 2016). Many find that
“one-size-fits-all” solutions are not effective at capturing and communicating tacit knowledge—
that a more nuanced view is necessary in order to better determine how to best transfer tacit

knowledge.

Many firms implement learning management systems (like software) to capture and
distribute tacit knowledge, however they fall short by coming across as “a one size fits all”
solution (Desouza, 2003). Knowledge management systems can be unsuccessful due to their
inherent design, which unravels and becomes a constraint in adapting and changing to an
environment that is considered dynamic and uncertain. These failures are the results of gaps

between within the value the firms create and the value demanded by market conditions. As a
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result, the task of tacit knowledge capture gets pushed aside in order to resolve the inefficiencies

of the firms’ knowledge management systems (Malhotra, 2002; Selamat & Choudrie, 2004).

Moreover, organizations are unsure that the benefits of capturing tacit knowledge will
sufficiently justify the costs. Selamat and Choudrie (2004) argue how individuals can
externalize and document their tacit knowledge in order for firms to use that knowledge as a
basis to maintain information systems up to date with pertinent best practices. However, the
costs for firms to document individuals’ knowledge can be too costly and time consuming for
firms to actually pursue. Additionally, the transfer between individuals is often slow and
uncertain (Grant, 1996b; Kogut & Zander, 1992). Organizations, particularly those in fast paced
and dynamic environments, may not have the time or budget to pursue such programs. Thus, the
importance of informal relationships and the importance of social networks in regards to tacit
knowledge becomes amplified. By understanding these issues, firms will be in a better position
to justify the need of capturing tacit knowledge and determining the method to capture and

distribute that knowledge throughout the firm.

Communicating Tacit Knowledge
The intersection of tacit knowledge and social networks is how knowledge is
communicated between individuals within a network. Communication between employees of a
firm enables knowledge that is in one employee’s head to be transmitted to another. This is
important when a new employee joins the firm. Moreover, the effectiveness of such
communication is essential to an organization’s success when older employees leave the firm, as
their tacit knowledge will also leave unless communicated. Therefore, the question of what

variables lead to different communication approaches for tacit knowledge arises. In order to
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understand the link between tacit knowledge and social networks, it becomes important to look
at the attributes that indicate the communication methods would be most effective in specific

types of social networks.

Predictive Attributes

The attributes that help match communication method with social network are: the nature
of the tacit knowledge (content vs. process) and the codification of knowledge (can be codified
or cannot be codified). The nature of tacit knowledge involves whether the knowledge is related
to job content (e.g., technical details of a product, information about customer accounts) or the
process of working within the particular firm (e.g., how to get a sales discount approved for a
customer, the realities of annual budgeting). Academic literature in knowledge management has
discussed how the focus on the process is commonly seen as the "how" while the focus on the
content is referred to as the "what" (Byosiere, & Luethge, 2008; Davenport & Prusak, 1998;
Nahapiet & Ghoshal, 1998).

The codification of knowledge is related to whether the information could ever be written
down (e.g., creating a process chart for annual budgeting) or could only be communicated orally
or through observation (e.g., what informal social interactions work best with certain clients). As
a result, social networks will be more or less effective in transmitting tacit knowledge depending
on which method of communications is appropriate in a given situation.

These two attributes form a matrix of how tacit knowledge can be communicated among
employees in an organization. Literature has demonstrated that different common forms of
communication in an organization (mentoring, training, organizational learning, and manuals), fit

better to different points in the matrix.
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Mentoring can be a formal or informal communication method, where content-based tacit
knowledge is shared in a one-on-one setting. Mentoring is done around a specific role or
position in a firm (e.g., financial analyst), not just between any employees. Thus, the knowledge
transmitted tends to be content-based and specific to the knowledge built up by an employee in a
particular role over many years. Furthermore, knowledge communicated by mentoring usually
cannot be codified, because if it could, mentoring would be an inefficient way of communicating
it relative to alternatives. (Higgins & Kram, 2001).

While mentoring is one-on-one, while training is one-on-many. Training involving tacit
knowledge is defined as taking content-based knowledge that can be codified and communicate
on a one-to-many basis. The main difference between mentoring and training is that the
knowledge can be structured and codified. For example, knowledge of how to select what
analysis might be appropriate for a given situation has a few guidelines, but no hard-and-fast
rules; such tacit knowledge is more appropriate for mentoring. By contrast, showing employees
how to do different types of analysis is knowledge that can be communicated on a repetitive
basis in a structured manner (that could be written down if necessary)—tacit knowledge
amenable to training (Liau, 2005).

Organizational learning is firm-specific knowledge of process that is contained in the
“DNA” of an organization. Such knowledge is usually not apparent to outsiders, as how things
are done at an organization tends to be more tacit than any other type of knowledge (e.g., how to
get a purchase order approved, the internal politics of the budgeting process). Unlike
mentorship, organizational learning almost always takes place in informal settings and outside

the official sanction of the firm (Liu, 2005). Because such knowledge can only be built through
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experience at the firm, communication also tends to be “action-oriented” rather than merely
talking. Newer employees learn by walking through the process with experienced workers.

Manuals are the ultimate in codifying tacit knowledge—indeed, once the tacit knowledge
is put into manual form it is no longer tacit (Bryant, 2005; Grant, 1996; Kogut & Zander, 1992;
Nahapiet & Ghoshal, 1998). Manuals enable the capture of tacit knowledge around processes
and content which can be communicated without the presence of a “teacher”. Tacit knowledge
amenable to this codification is either process-related (e.g., writing down the process map of the
budgeting process) or basic, entry-level content.

Taken together, this paper offers a matrix of common communication methods of tacit
knowledge.

Table 1. Methods of Communicating Tacit Knowledge

Can it be codified?
No Yes
(rO(I:e?th::]itfic Mentorin Training and Education
P g (e.g. real-time or classroom)
Nature of knowledge)
knowledge Process Organizational learning
how things e.g. informal passin Manuals
( g g p g
are done) on of insights)

Social Networks
Social networks can be defined as "a specific set of linkages among a defined set of
persons, with the additional property that the characteristics of these linkages as a whole may be
used to interpret the social behavior of the persons involved” (Mitchell, 1969: 2). Essentially,
the focus is centered on the relationships between the actors and the effects those relationships
have. In communicating tacit knowledge, the nature of the relationship will have a significant

impact in how effectively the tacit knowledge is shared. The academic literature has extensively
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explored the relationships in social networks including the dimensions of strength and symmetry
(Brass & Burkhardt, 1993; Brass, Butterfield, & Skaggs, 1998; Mead, 2001).

According to Granovetter, the strength of a tie is a "combination of the amount of time,
the emotional intensity, the intimacy (mutual confiding), and the reciprocal services which
characterize the tie" (Granovetter, 1973: 1361; Granovetter, 1983). Strong relationships are
those close circles of friends and work associates with a certain minimum of interaction and
trust. Weak relationships are casual acquaintances with no need for deep trust. Two key
questions arise around tacit knowledge and relationship strength: Are strong relationships
necessarily better at transmitting tacit knowledge? Is tacit knowledge typically transmitted
through stronger or weaker relationships? Ties that are weak often involve common, everyday
contact that might be conducive to communicating certain types of tacit knowledge.

Symmetry refers to degree to which trust is balanced in a relationship. Asymmetric
relationships where the “trust and emotional involvement of one actor are not reciprocated by the
other” (Brass & Burkhardt, 1993; Brass, et al, 1998: 19; Carley & Krackhandt, 1990). While
symmetric relationships tend to result in stronger relationships in the long term, asymmetric
relationships often result in skewed incentives for the parties involved in the relationship. In
tacit knowledge transfer, an asymmetric relationship may result in too much or too little
knowledge being transferred. For example, the existing employee may not want to transmit
knowledge if they perceive that the newer employee could supplant them in their job.

Asymmetrical relationships could reduce the effectiveness of tacit knowledge communication.

Tacit Knowledge and Social Networks

10
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It becomes important to understand whether dimensions of social networks interact with
the types of communication methods in regards to tacit knowledge. Especially considering that
three out of the four communication methods (mentoring, training, and organizational learning)
involve social interaction between an experienced employee and a newer employee. Strength and
symmetry of relationships are likely to have major effects on the effectiveness of these
communication methods. Thus, interactive effects of multiple permutations of communication
methods and social network dimensions are further explored to understand how tacit knowledge
is best shared. To structure these permutations, two fundamental inquiries are considered: which
communication methods do social networks matter more and how do relationship strength and
symmetry affect the effectiveness of the various communication methods?

When considering the first of these two questions (in which communications methods do
social networks matter more), the two dimensions that formulate the tacit knowledge
communication matrix need greater examination. The nature of the knowledge (process vs.
content) and whether the knowledge could be codified are the logical two axes on which to
consider where social networks matter.

The first dimension in the communication matrix is whether knowledge can be codified.
Note that the knowledge is not actually codified (in which case it would no longer be tacit), but
rather has to do with potential to be codified. Social networks are likely to matter more when
knowledge cannot be codified, as the only way they can be communicated is orally (Droege &
Hoobler, 2003). Social interaction is inherently necessary when knowledge cannot be codified.

Social networks will thus play a greater role in mentoring or organizational learning
communication, and a lesser role in training or manuals. The effectiveness of mentoring will be

heavily influenced by the strength of the relationship, where a trusting relationship could

11



WHAT HAPPENS WHEN THERE IS A NEW GUY AT WORK? TACKLING THE PROBLEM OF TACIT KNOWLEDGE THROUGH SOCIAL NETWORKS

significantly increase the “teacher’s” willingness to pass information onto the “student” (Liau,
2005). Organizational learning, with its more informal nature, is likely even more dependent on
a strong, trusting relationship to relay information on idiosyncratic people and processes within
the firm (Liu, 2005). Similarly, both mentoring and organizational learning could be made less
effective by asymmetrical relationships, where one person has an incentive to not share
information.

By contrast, training and manuals will likely be less affected by social networks.
Manuals are inherently not effected by social networks, as writing and reading a manual are
usually each solitary pursuits. Training and education is a social process, but is often one-on-
many rather than one-on-one. Social networks may play a role in training, but in very subtle and
indirect ways. For example, a teacher may favor students with whom they have strong
relationships, or the complex structure of relationships may lead to skewed incentives for teacher
or student. However, the fact that training is inherently structured and public (relative to
mentoring or organizational learning) creates peer pressure and monitoring effects that reduce
the impact of social network on the efficacy of tacit knowledge communication. Thus, the paper
proposes:

Proposition 1: Social networks will positively influence the effectiveness of tacit knowledge

transfer when that knowledge cannot be codified.

The second dimension is whether the knowledge is process or content based. Focusing
on knowledge that cannot be codified (and thus Proposition 1 is more likely to be influenced by
social networks), the question is whether mentoring (content-based) or organizational learning

(process-based) will be more influenced by social networks. Both are one-on-one social

12
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interactions, but mentoring can be more formalized and is typically more structured (Higgins and
Kram, 2001). Organizational learning around firm-specific process tends to be more informal
because the tacit knowledge tends to be more sensitive—knowledge about specific people or the
“unofficial” way to do things (Bouty, 2000; Droege & Hoobler, 2003). The fact that
organizational learning tends to be more informal increases the importance of social networks.

Informality of knowledge transfer increases the role of social networks because factors
other than the tacit knowledge increase in significance. More formal mentoring typically
involves content-based knowledge that is compelling outside the social context of the
organization (for example the intricacies of programming code or how to make a compelling
automotive parts sales call) (Higgins & Kram, 2001). Such tacit knowledge is what it is outside
the social context of the organization. On the other hand, informal organizational learning is
inherently about processes that are specific to the context of the firm (for example how to build a
coalition to get a proposal approved by the CEO). Because this informal knowledge transfer is
more context-specific, social network factors such as the strength of the relationship or
asymmetry in the relationship will have a greater impact on the transfer of knowledge (Bouty,
2000; Droege & Hoobler, 2003).

However, the opposite appears to occur when considering knowledge that can be
codified. Social networks inherently have a greater role in training/education than in manuals
because of the solitary nature of writing and reading manuals. Thus, if limited to non-codifiable
knowledge, social networks influence process tacit knowledge transfer more than content tacit
knowledge. Therefore, this paper proposes that social networks will influence the success of tacit

knowledge transfer more when that knowledge is related to process, rather than content:

13
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Proposition 2: Social networks will positively influence the effectiveness of process related

tacit knowledge transfer.

The second area of hypotheses is around the two social network dimensions (relationship
strength and symmetry) that influence tacit knowledge transfer. Strong relationships are
expected to be more effective than weak relationships. Close emotional ties and trust-based
relationships are more amenable to sharing tacit knowledge openly and fluidly. For example,
new employees will be more willing to ask questions and tenured employees more willing to
correct errors to ensure the knowledge is transferred properly. In weaker relationships,
knowledge that is difficult to communicate, complex, or politically sensitive might not be shared
to the student because of a lack of trust.

However, tacit knowledge is more likely to be spread through weak relationships (Droege
& Hoobler, 2003; Granovetter, 1973). The majority of relationships are weak, as all employees
have greater informal contacts they work with during the day than close, trusting relationships.
Tacit knowledge takes many forms and is often transferred informally between dissimilar
individuals with weak relationships to each other (e.g. engineer from one firm talking to a
computer programmer in another firm). The sheer number of weak relationships and everyday
interactions involving communication of tacit knowledge makes it the more common
transmission. Granovetter (1973) argues that weak ties can play an important role in the flow of
information through a study of job mobility. In his labor market study, he showed how
individuals were able to locate prospective job opportunities more often through ties that were
weak than those that were strong (Granovetter, 1973). However, strong relationships (usually

taking the form of strong mentoring relationships) tend to be more effective in ensuring that the
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maximum amount of knowledge is actually transferred. Therefore, the paper proposes that tacit
knowledge is spread significantly more through weak relationships than strong relationships,

even if strong relationships are generally more effective:

Proposition 3: Tacit knowledge will be positively shared through weak relationships.

Asymmetry in relationships will tend to create barriers to effective communication of
tacit knowledge because of skewed incentives of the parties involved. If one party trusts the
other, but that trust is not reciprocated, there will be incentives to aggressively take knowledge or
hold it back—either way reducing the effectiveness of knowledge transfer. For example, tenured
employees who believe that the new employee is trying to take advantage of their tacit
knowledge will likely not communicate everything they know. Moreover, new employees who
aggressively pressure the tenured employees for knowledge are likely to create awkwardness that
disrupts the normal flow of information. Therefore, this paper proposes that symmetrical
relationships tend to be more effective at transmitting tacit knowledge than asymmetrical

relationships:

Proposition 4: Symmetrical relationships will positively transmit tacit knowledge.

Suggestions for Further Research
This paper identified the attributes around tacit knowledge (nature of knowledge and
whether it can be codified) that were especially critical, but there other attributes that could be
considered. Complexity of knowledge and specificity of knowledge could also affect the
effectiveness of varying communication methods. At the same time, social networks have many

characteristics beyond strength and symmetry, which could affect tacit knowledge. For example,
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the complexity of relationship structure (e.g., peer pressure, monitoring, and interdependent
relationships) likely has an impact on how effective tacit knowledge transfer is.

Moreover, the communication methods of tacit knowledge are likely to have interactive
effects with other factors besides social networks. Specifically, small and medium sized firms
are likely to communicate tacit knowledge in a different manner than in resource-rich large
firms. In addition, different industries could have different emphasis in communication methods
that should be further explored.

Conclusion

Given its inherent complexity, social networks and tacit knowledge are a largely
unexplored arena that deserves more attention. The four propositions are explored to continue
and expand the conversation around the complications of sharing tacit knowledge. The purpose
of this paper is to not only present these propositions in regards to the theory and academic
literature, but also eventually test them for future research. The subsequent step is to test these
propositions as part of an overall research agenda on tacit knowledge. By transforming the
propositions suggested in this paper into testable hypotheses, the hope is to initiate a discussion
that will contribute to the existing base of knowledge about tacit knowledge and social networks.
Specifically, the propositions presented here may have practical implications with how firms
operate but also how they manage tacit knowledge with existing and new employees. It suggests
that an ongoing discussion could benefit tacit knowledge sharing, as well as the overall success

of the organization.

While intangible ideas like social networks and tacit knowledge are difficult to quantify,

this paper attempts to shed light on when social networks might matter more for tacit knowledge
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communications and what types of social networks are most effective at transmitting tacit

knowledge.
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Value Creation: A Study of Firm Growth & Expansion

Abstract

In this study, we analyze the value creation of a company over a significant part of its history in
order to gain insights into and build theory about how firms generate value as they expand and
grow in multiple fields through exploration and exploitation of capabilities.

Keywords: Exploration, diversification, value creation

Introduction

In this study, we analyze the value creation of a leading Fortune 500 company over a significant
part of its history in order to gain insights into and build theory about how firms generate value
as they expand and grow in multiple fields.

In recent times, many industries have been subject to rapid structural change leading to
erosion of firm competitive advantage (D’Aveni, 1994; Wiggins and Ruefli, 2002). According to
the resource based view of the firm, competitive advantage lies in the inimitability and non-
substitutability of firm resources (Barney, 1991). Sustenance of competitive advantage in
dynamic environments depends on building dynamic capabilities (Teece, Pisano and Shuen,
1997; Winter, 2003). Firms in dynamic industries often look outside their boundaries in a quest
to gain new knowledge and build new resources to maintain competitive advantage. In this
paper, we focus on the technological resources of the firm, and study the valuation effects of
technological search and new knowledge infusion of firms as firms grow and expand.

Following the behavioral theory of the firm, organizational search can be characterized as
exploration or exploitation (Levinthal and March, 1993). While exploitation with its emphasis on
things already known enables the firm to maximize returns from investments made in the past,
exploration, with its emphasis on developing the new and unknown, is the firm’s probe into the
future to generate new revenue streams. Exploration, then, has an important role to play in
dynamic environments. In this research we conceptualize both alliances and acquisitions as
mechanisms for technological search or in other words, as a way for firms to either exploit, or

explore technologies and gain new knowledge.
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We hope to make contributions to the strategy literature in many ways. While the role of
inter-organizational relationships (alliances and acquisitions) in allowing firms to access,
develop or acquire new skills and capabilities is well documented in the literature (See, e.g.
Baum, Calabrese, and Silverman, 2000; Dussauge, Garrette, and Mitchell, 2000), relatively little
is known about the performance impact of the nature of the knowledge (e.g. the technological
distance being spanned, or the degree of novelty of the technology) involved in the transaction,
or in particular, how the exploratory or exploitative nature of the knowledge is valued by
shareholders. Further, by looking at both alliances and acquisitions as a means for external
search, we hope to gain a richer picture of the firm’s technology strategy. Using an inductive
approach, we conduct a fine grained analysis of the firm’s external search activities and build
theory about “related” search (or diversification). The case study methodology is a powerful
methodology for exploring an empirical phenomenon and building theory based on the evidence
collected (Eisenhardt 1989).

To analyze firm valuation or performance, we introduce the use of Long Term
Cumulative Abnormal Returns or LCAR and propose that this is a valuable measure for long

term firm performance, particularly for strategy research over long periods of time.

Research Setting and Corporate Overview

Our case company (we’ll call it Medical Inc.) is a leading firm in the medical devices industry
with revenues of $29 billion and market capitalization of $113.5 billion in December 2018.
While its beginnings were as a cardiovascular device company; it is now active in many other
device segments such as neurology and orthopedics; this is a high tech industry subject to
turbulence. Corporate development activities to tap into new knowledge have been an important

part of its strategy.

Data Collection

Data on the firm’s strategy was collected primarily from the company’s annual reports, key word
searches of main news sources in Factiva, the Lexis Nexis database, Business and Industry
database, Standard and Poor Industry Reports, SDC, and the company’s website. Extremely
detailed information was thus gathered on each transaction. Data for the value history comes
from the CRSP database.
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Analysis
Our analysis of Medical Inc.’s strategy reveals that it is impressive in its singular focus on its key
market, i.e. addressing disease conditions through devices; and on being a technology driven
company. The company moves to different parts of the body in terms of disease conditions it
addresses over the years from the heart to the brain, to the spine and so on, but it remains a
medical devices company. Any diversification that the company thus engages in is related
diversification. It is within this context of Medical Inc.’s overall strategy over its history that this
paper examines its technological learning through exploration and exploitation. We delve deep
into this related diversification and see how different strategies of knowledge integration and
application within related diversification can impact value creation.

Medical Inc. has engaged in external search right from its beginnings, starting in 1966
(Fig.Al in Appendix). The firm has expanded its presence in many segments over the years,

many through exploration of new knowledge in alliances and acquisitions (Fig.A2 in Appendix).

Phases: We divide the history of Medical Inc. into four phases identified based on points of
transition in strategy of the firm. These phases also correspond roughly to CEO tenures.

Phase I: 1985 to 1989: CEOL1 took over as CEO in 1985, retired in 1991

Phase I1: 1990 to 1995: CEO2 took over as CEO in 1991

Phase I11: 1996 to 2000: CEO2 continues *

Phase 1V: 2001 to 2006: CEO3 took over as CEO in 2001

The number of alliances and acquisitions in each phase has steadily increased (Fig.A3 in
Appendix); and the presence of the company in various segments has also changed over the

phases (Fig.A4 in Appendix).

On the basis of our analysis of the alliances and acquisitions of the firm we developed an
analytical framework as a tool in understanding the firm’s technology strategy and impact on

value creation. We identified two critical knowledge dimensions. The first is the technology

! Phase Il and 111 could be combined into a single phase under CEO2 but this his tenure is split into two phases because of a
discernable change in strategy, and also to make the phases comparable in terms of their lengths
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dimension of its search i.e. whether the technology being learnt is near or distant from the firm’s

current technological portfolio, in other words is the firm exploring or exploiting in this domain

The second dimension is the device segment in which the technology falls. A device segment is

defined by the disease that the devices address. So, for example, Medical Inc.’s interventional
vascular segment addresses plaque build-up in the vessels, while the rhythm management
segment addresses heart rhythm disorders. From a strategy point of view, each device segment
denotes expertise in a disease or condition of a specific body part. Thus, existing segment is a
disease area in which the firm already has relevant technological expertise while new segment
denotes that the firm is gaining some new expertise Thus, we classify transactions by considering
that:

1. The technology could be near or far (i.e. exploitation or exploration, respectively)

2. The device segment could be an existing, or a new one

This leads to four possible classifications of each transaction, as shown in Figure 1 below.

Fiqure 1: Typology of External Search

Business Segment

Existing New
> .
% § “Strengthening” “Applications”
=
(&)
o
B “Expansion” “Diversifying”

The four categories are explained below:
1. Strengthening: By exploiting similar/close technologies in device areas in which the firm
is already present, it is strengthening its position in that technology and device segment
2. Expansion: By exploring new technologies in device segments the firm is already present
in, it is expanding its product line, or offerings in that segment i.e. improving its offerings

in that segment
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3. Diversifying: By exploring new technologies in device segments the firm is not present in,
it is engaging in diversification
4. Applications: By exploiting technology in new segments, the firm is extending the
applications of existing or very close technologies
Thus, the upper half denotes technological exploitation, while the lower half denotes
technological exploration.

Valuation: This study develops the Long Term Cumulative Abnormal Returns (LCAR) of the
stock to generate the value history of the firm. LCAR is a monthly series of abnormal returns to
the stock generated on the basis of rolling betas. The monthly series can be summarized and
analyzed in various ways- it provides in general a longer- term view of the abnormal returns
generated by the stock, not based on any particular events. It captures the returns to the

shareholders beyond the expected normal return of the stock based on the stock’s particular beta.

Figure-2 presents the LCAR series for Medical Inc. over its history as a public firm i.e. from
1977 to 2006.
Figure 2: Medical Inc. Valuation (LCAR) from 1977-2006
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The abnormal returns of Medical Inc.’s stock over these twenty-two years and individually in the

four phases are summarized below:

CAGR
Years (annual)
Overall 85-2000 17.7%
Phase | 1985-89 18.5%
Phase Il 1990-95 20.9%
Phase Ill 1996-00 13.2%
Phase IV 2001-06 -4.4%

We now present a brief analysis of the search the firm undertook in each phase.

PHASE I: 1985 to 1989

During this phase, the CAGR in the abnormal returns was 18.5%. Overall company sales

doubled from 1981 to 1989.

Figure 5: Phase | Valuation (LCAR; 1985-89)
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Till 1985, for thirty-five years after its founding, Medical Inc. was mainly a pacing company,
and almost all of its revenues came from this segment in 1985. CEO-1 was named president and
CEO in 1985. Diversification was a corporate goal.
Acquisitions explored new technology to enter two new segments within the cardiovascular area:
Cardiopulmonary and Interventional Vascular. Other acquisitions (four) explored new
technology in its existing segments.

Thus, Medical Inc. explored new technologies through acquisitions to enter new device
segments — “diversifying” search and also to expand its existing segments- “expanding” search.
By the end of the decade, it had moved from its position as a pacemaker company to a major

medical devices corporation.

PHASE I1: 1990-1995

The stock of the company returned a CAGR of 38.4% during this phase (1990-95), which meant
an investment of $100 in 1990 would be worth $700 in 1995. The abnormal returns of the
company were a positive 21%, compounded annually. This was a period of very high
performance; the company’s net income grew at 26% CAGR.

Figure 6: Phase Il Valuation (LCAR; 1990-95)
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Firm Strategy

In 1990 Medical Inc. was operating in six device segments under the cardiovascular and
neurological areas. The previous COO under CEO-1 became CEO in May 1991.
External Search
1. The technological search of the firm through acquisitions is focused on exploration in its
existing high-growth segments, the firm is adding or expanding product and technology
lines in its existing device segments- thus ‘Expanding”, in terms of our framework
2. The focus of its technological search through alliances is on re-combinations of existing
technology with partners’ technologies in an existing device segment

3. The firm focused entirely on its existing device segments; there is no activity in any new
device segment

PHASE I11: 1996-2000

The stock of the company returned a CAGR of 33.4% during this phase (1996-2000), which
meant an investment of $100 in 1996 would be worth $ 438 in 2000.
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The abnormal returns of the company were a positive 12%, compounded annually.

Figure 7: Phase 11 VValuation (LCAR; 1996-2000)
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Firm Strategy

The company added acquisitions of “related businesses and technologies” as another prong of its
corporate strategy in 1996, “with the intention of augmenting our technology and establishing
new growth platforms.”
The company experienced a 22% CAGR in net sales over this time period, and net
income grew at 18%, another phase of high performance.
External Search
1. The search strategy of the firm is focused on exploration, both through acquisitions
(seven of a total of twelve) and through alliances (six exploratory and three
recombinatory of a total of nine)
2. Overall, the firm makes a concerted effort to enter a new area with three exploratory

acquisitions, and four exploratory alliances that complement the acquisitions.
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3. The firm makes another concerted effort to gain a foothold in one of its existing
businesses through three exploitative acquisitions, and two exploratory ones. The
exploratory acquisitions infuse some of the latest technology to this area

4. Thus the search strategy of the firm is dominated by “diversifying” type search and
“strengthening” type search

PHASE 1V: 2001-2006

The stock of the company returned a CAGR of -0.15% during this phase (2001-06), which meant
an investment of $100 in 2001 would be worth $99 in 2006. The abnormal returns of the
company experienced a negative 4.4% CAGR.

Figure 8: Phase IV Valuation (LCAR)
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A new CEO (who was COO prior) took over reins in 2001and unveiled a new vision for the 21%
century that included new growth platforms.
External Search

1. The focus of the firm’s acquisitions in this phase is exploration and exploitation in newer
device segments

10
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a. The firm enters four new areas in this phase; two of these are not related to its
existing technologies or device segments
b. The acquisitions to enter new areas are more scattered and spread out thinly on

many device segments unlike the concerted effort in the last phase

2. The firm also explores in existing segments through acquisitions. However, this search is

mostly incremental and does not signify major additions to its offerings in the segment.

The firm’s alliances also engage in a similar “expansion” type search

4. There are two alliances in the information technology area; one of which improves the

existing segment offering. The second one, however, seems to be a distraction for the

company as it signifies its entry into the IT/semiconductors area which is totally

unrelated to any of the firm’s existing businesses.

5. Thus, it appears that the firm is exploring technologies in many new segments in a short

period of time. Whereas in phase 3, it made a concerted effort to enter new areas, in this

phase it seems to be spreading effort thinly over many new areas

Overall Conclusion

Medical Inc.’s search strategy changed over the phases in terms of the type of search that

dominated. The following strategy emerges from the analysis of the company’s external search

through alliances and acquisitions:

In Phase I & I1I: The firm focuses on building its existing device segments. it engages
in exploration in its existing segments, thus “expanding” these areas

In Phase 111: The firm seems to focus on building its existing segments (“expansion’)
and also makes significant effort through acquisitions and alliances to enter new
segments (“diversifying”)

In Phase IV: The firm enters many new device areas. However, there appears to be a
lack of focus and concerted efforts as in Phase Il (in diversifying efforts); and
exploration in existing and some new segments is incremental (i.e. small

improvements in technology were made)

Below we present a quick summary of the valuation & the search strategy of the firm in all the

four phases.

11
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Phase | VValuation: 1985-89

Engaged primarily in “Expansion”:
explored new technologies to expand its
existing segments & some “Diversifying”
search to enter two new segments

Phase Il VValuation: 1990-95

Dominated by “Expansion”: exploration of new
technologies to the existing segments &
developing recombinations of a platform
technology with partners’ new technologies in an
existing segment

S i iiiiiRiiiiiiiiiiiEiiiiiiiviiigd
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Phase 11l VValuation: 1996-00

0.9

08

Dominated by “Diversifying” type search
through a concerted effort in a new segment
(spinal-neurosurgery);  also  engages in
“Strengthening” type search through efforts to
catch up an existing segment.

06

05

04

03

02

01

| Phase IV Valuation: 2001-06

The firm explores technologies in many new segments in a
short period of time. This strategy to enter new areas seems to
lack the focus and concerted efforts of the previous phase. The
search in existing areas, especially through its acquisitions
represents incremental improvements to existing technologies
and recent ones, unlike the significant expansion in the earlier
phases
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Conclusion:

We analyzed the strategy of a firm to gain new knowledge from outside and linked it to value
creation. Our analysis suggests that the initial phases of high growth in abnormal returns
correspond to “expansion” type search strategy, in which the firm is primarily exploring and
integrating knowledge of technologies in its existing device segments. The middle phase of
positive, but slower growth in abnormal returns seems to correspond to a phase of “expansion”

and “diversifying” type search, with the diversifying effort being concentrated in a few

knowledge areas. The last phase of negative abnormal returns seems to be associated with a

“diversifying” strateqy lacking the significant concerted efforts of the previous phase, and an

“expansion” type search that adds to existing knowledge and segments incrementally.

This study provides a fine grained analysis of the exploratory and exploitative learning
efforts of firms while engaging in related diversification and identifies two important dimensions
that denote knowledge of the firms. We discussed an analytical framework that emerged from
our analysis to deeply understand a firm’s knowledge search within the overall bounds of
“related” diversification. We demonstrate the use of the long term stock market valuation i.e.
LCAR for the study of firm strategy, and sheds light on how variations in Medical Inc.’s external
search strategy were linked to variations its performance. We believe our framework to analyze
related diversification provides a much finer look at the strategy choice of firms, and this study
provides us with hypotheses about nature of search and firm performance that we test for and

find support for in a large sample empirical study as well.

13
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APPENDIX

Figure Al: Medical Inc’s External Search (Cumulative Number of
Alliances, Acquisitions and Total)
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Figure A3: Medical Inc’s external search by Phase
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Figure A2: Medical Inc’s External Search by Device Segments
(Cumulative Number — Cardiovascular & Non-Cardiovascular)
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Figure A4: Medical Inc’s presence in device segments by phase
(Cardiovascular and Non-cardiovascular, Cumulative)
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Supranode implications for social media network structures and outcomes

Abstract

Social media network use is expanding rapidly, increasing the spread and scale of information
diffusion. Researchers have highlighted important differences between non-social media
enabled and social media enabled networks and have noted novel areas of inquiry for researchers
to investigate. Leveraging the detailed findings from the March 2019 Report on the investigation
into Russian interference in the 2016 [U.S.] presidential election this case study expands our
understanding of social media networks with theoretical implications for both network theory
and the theory of networks. This paper identifies unique social media network enabled nodes
which we term “supranodes.” These nodes are versed in network theory and empowered via
social media network awareness to socially engineer network structures and outcomes to develop
structural capital in support of their initiatives. This paper highlights the features of social media
networks that enables these nodes, such as affirmation ties, identifies the mechanisms these
nodes use to empower their actions and provides a framework for considering various supranode

archetypes. The paper concludes with the implications of these nodes to business and society.

Keywords
network theory, theory of networks, network theory of networks, social media, social media

networks, cascades, ties, nodes, affirmation ties, bot ties, supranodes
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Introduction

Social media networks which ultilize the internet to support interpersonal communication
and collaboration are pervasive. Social media networks generally refer to the dynamic and
interactive applications of Web 2.0, such as Facebook, Instagram, and Twitter deployed on the
internet (de Bakker & Hellsten, 2013; Kahn & Kellner, 2004). Social media network use has
risen dramatically, with the rate of adults in the U.S. using social media networks at 76% in 2015
(Pew, 2015). Market data notes the large number of monthly active users (MAUs) on leading
social media networks. Examples include Facebook at 2.23 billion MAUSs, Instagram at 1 billion
MAUs and Twitter at 321 million MAUs (Buffer, 2019; Zephoria, 2019). This pervasive
adoption is enabled by the ease of internet access and free use enabled by the advertising revenue
business models adopted by many of these social media network applications.

These social media network applications leverage their user networks for economic
benefit. In the parlance of network research these users are viewed as nodes (or actors)
connected by ties of varying types on the network. For example, these ties may be cognitive
(friend or colleague), affective (like or dislike) or event driven (sending or receiving
communications). These ties form paths connecting nodes in the network resulting in an overall
network structure within which the various nodes have unique positions. Researchers have
related these varying network structures and node positions to both network and individual
outcomes (Bogatti and Halgin, 2011).

Social media networks have unique characterisitcs relative to their non-social media
enabled counterparts (Kane, Alavi, Labianca and Bogatti, 2014). At a feature level these include
free access, ease of use, digital profiles of users, homogenization of relational connections,
network transparency to all nodes, fee-enabled expanded network transparency, ease of search,

reduced node privacy (both within and, via aggregation, across social media networks), path and
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scale visibility of information flows, and unique flows of digital content allowing copying and
manipulation (Kane et al, 2014; Besiou, Hunter, and Van Wassenhove, 2013; Barton, 2009;
Gilbert and Karahalios, 2009; boyd and Ellison (2007; Donath & Boyd, 2004).

Social media network interactions operate with limited formal management. For instance,
viral messaging can result in the rapid organization of a massive group such as a ‘flash mob’
without the need or time for managerial control, enabling large and loose groups to take credible,
coordinated action of the sort that was typically the purview of formal organizations (Ansari &
Phillips, 2011; Shirky, 2011). As nodes join a conversation, they can form and expand a specific
issue network very rapidly via the networks built in facilitation of bridges between groups. The
digital nature of social media network information flows enables nodes to gain greater influence
on the framing and agenda-setting of issues by producing their own information about an issue,
even if untrue (Besiou et al., 2013; Fieseler & Fleck, 2013). Specifically, social media networks
empower nodes to influence perceptions of their issue’s salience by assigning it values and
attributes with very few (if any) gatekeepers to edit or verify accuracy. (Besiou et al., 2013;
Carroll & McCombs, 2003; McCombs, 2004).

Given these many distinctive features of social media networks Kane et. al. (2014)
proposed a framework of ten critical research questions to investigate the theoretical implications
of these differences to social network analysis. In this paper we utilize the findings from the
recently completed Mueller report investigating Russian social media network interference in the
2016 U.S. presidential elections (Mueller, 2019) to inform these questions. This report compiles
the findings from Mueller’s investigation conducted from May 2017 to March 2019 which
resulted in numerous indictments, including one against the Russian Internet Research Agency

(IRA) (Apuzzo and LaFraniere, 2018). The report concluded that a social media campaign was
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executed "... in sweeping and systematic fashion to favor presidential candidate Donald Trump
and ... provoke and amplify political and social discord in the United States" (Mueller, 2019).
The case analysis is framed using the research questions posed by Kane et. al. (2014).

The analysis identifies unique social media network enabled nodes which we term
supranodes. These nodes are versed in network theory and empowered via social media network
awareness to socially engineer network structures and outcomes. This paper highlights the
features of social media networks that enables these nodes, identifies the mechanisms these
nodes use to empower their actions and provides a framework for various supranode archetypes.

The paper is organized as follows: We begin with a selective literature review of network
theory, social media networks, and information cascades that help inform our case analysis. We
next follow the Kane et.al. (2014) research question framework to analyze the relevant findings
from the Mueller investigation. We extend the social media networks research literature by
introducing supranodes and affirmation ties that, by design, affect network structures and
outcomes. The paper concludes with implications of these case findings to business and society.
Network theory

Network theory refers to how a network’s structure, such as number of ties, leads to
outcomes for nodes, groups or the overall network; the theory of networks considers the
antecedents that determine these network structures (Brass, 2002). If theoretical models show
how network processes and structures impact other network phenomena this is separately
classified as a network theory of networks. These network theoretical models typically consider
either issues of flows passing between nodes or the bonding of nodes via ties for coordination

and power (Borgatti et. al., 2011). This distinction between network theory, the theory of
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networks, and network theories of networks is, to a certain extent, a byproduct of network’s dual
sociological and mathematical features.

Ties and nodes

Network theory predominantly focuses on tie considerations. In non-social media
settings nodes typically maintain relationships with up to 150 individuals, including about 15
close friends, where tie strength is determined by the frequency of interaction, distance, and the
level of relatedness that nodes experience with one another (Dunbar & Hill, 2002). Ties in non-
social media networks can be categorized as proximates (same platform), relations (friends,
followers), interactions (messaging) and flows (retweets) that occur in a continuum that builds
temporally (Atkin, 1977).

Network theory focuses on the structural impact of networks and their impact on
outcomes independent of the consideration of individual node attributes (Borgatti et al, 2011).
The theory acknowledges the importance of node attributes to outcomes with studies showing
how homophily tends to lead to stronger ties (McPherson, Smith-Lovin, Cook 2001), addressing
endogeneity concerns (Lee, 2010) and considerations of agency. Agency, when used to shape
networks, is acknowledged as critical; however, the network outcome of the shaping is
separately considered in network analyses (Borgatti et al 2011).

Social media networks

The potential for agency considerations becomes exacerbated in social media networks
given the opportunity for differences in system features knowledge (Devaraj and Kohli 2003)
and the use of these system capabilities in unintended ways (Boudreau and Robey 2005).
System features greatly facilitate the ability to know and manipulate networks given the
enhanced visibility to network characteristics (Ren, Kraut and Kiseler, 2007). Researchers

provide guidance to nodes on how to leverage this system provided network information. For
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example, in an article by Maiz, Arranz and de Arroyabe (2016) guidance is provided on methods
to optimize social interactions among Facebook followers through consideration of density and
clustering data available on the platform. Despite the network data provided by the systems
empowering social media networks it is likely that many network nodes remain unable or
indifferent to leveraging this information, expanding the knowledge gap between the network
aware nodes and others. The reality is that nodes in general vary considerably in their ability to
discern group network relations (Krackhardt and Kilduff 1999; Krackhardt 1990) or even to
visualize their own networks (Marineau et al. 2012).

Social media networks are larger than non-social media networks. The average number
of Facebook user friends is 338 with a mean of 200 (Brandwatch, 2019) and the allowed
platform connections enabled tend to be extremely large, for example 5000 friends on Facebook
(Facebook, 2019). Despite this, research suggests limitations on the number of ties nodes can
maintain (Ellison et al. 2011; Pollet, Robert and Dunbar, 2011); although online profiles can be
managed by a group advantaging the group managed nodes presence (Kane et al. 2014).

Social media are heavily populated with clusters of nodes whose only commonality is a
specific topic of interest. That is, clusters form among nodes with no interpersonal relationship
but who care about a given topic or the viewpoint represented by the cluster. We term these
connections affirmation ties as they enable individuals, on a large scale, to gather curated
information about the issues they identify with. Affirmation ties serve the purpose of asserting
one’s position regarding an issue while remaining disconnected in every other way to other
nodes doing the same. A node’s participation in a cluster may enable information flow either
explicitly, via retweets, or implicitly, via posts appearing on one’s Facebook timeline, as

examples. We argue however that in a social media context these affirmation relationships



Supranode implications for social media network structures and outcomes

cluster through groups with strong issue identity. Although the relationship that substantiates
affirmation ties are unique, these ties drive activities similar to traditional network ties in that
they provide social capital, information flows, and signalling benefits. In clusters formed from
affirmation ties, actors have predominantly homogeneous views on the narrow issue they
endorse and a low threshold related to the dissemination of topical information both within and
beyond the cluster. The ease with which these clusters form through social media dramatically
increases a node’s bridging power.

Affirmation ties enable greater homogeneity within clusters, which happens through two
related mechanisms: 1) the ease of access to issue networks enables nodes to “browse” and learn
about the values and activities of a group prior to joining, and 2) an node’s ability to start her
own group based on her particular views or be extrasized from a group by members attempting
to protect the group’s identity (Sunstein, 2001). Affirmation ties impact network structures and
behavior by establishing clusters of nodes who share common characteristics at deep levels
(emotionally and psychologically) as opposed to the homogeneity of non-social media clusters
that are largely rooted in characteristics such as geographical location, demographics, or lifestyle
(Rogers, 2003). In addition, the anonymity of online group members connected through
affirmation ties intensifies the need for nodes to adopt the group’s identity because they rely
primarily on nonverbal cues to conform with group norms (Cha, Haddadi, Benevenuto, &
Gummad, 2010) — where the main cue is issue endorsement (Donath & Boyd, 2004).

These arguments are consistent with previous research showing that in more
homogeneous networks institutional norms and values diffuse rapidly, resulting in mimetic
behaviors and shared behavioral expectations across the network (Oliver, 1991; Rowley, 1997).

These dynamics are significantly enhanced by the structural components of social media and
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especially the dominance of affirmation ties in these networks. Indeed, studies show that
cybernorms tend to diffuse more quickly than traditional social norms (Major, 2000). As a result,
network participants tend to present more convergent viewpoints (Balzarova & Castka, 2012).
Digital profiles and trace

Social media networks often provide information about your network as well as that of
others; an example is making visible all node’s eigenvector centrality revealing relative node
influence levels (Kane et al. 2014). Digital profiles and trace provide additional details on nodes
through pre-defined, albeit limited, content that communicates node features and traces node
activity (i.e. comments, status updates, views, likes) enabling “tie targeting” behavior. Through
curated profiles and trace, nodes become homogenized and fail to reflect the diversity they
represent. Strength of ties, a common non-social media networking measures is typically missing
from such system level data.

This visible data can impact network behaviors such as information flows (Piskorski,
2009) resulting in herding behaviors (Oh and Jeon 2007) and information cascades (Aral and
Walker 2011; Bampo et al. 2008; Hinz et al. 2011). Homophily also remains a driving tendency
in the establishment of ties on social media networks (VanAlstyne and Brynjolfsson 2005).

The constrained node profile data can also encourage pseudonymity, identities consistent
with the network context but unrelated to a node’s offline identity (Kane et al, 2014). Aliases
and non-human nodes (bots) can also be created by actors to expand their overall node presence
in a network and have been observed on social media networks related to protests, dating and
election campaigns (Salge & Karahanna 2018).

Enhanced content access
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Social media network features enable information flows among non-connected nodes
through various content access mechanisms, including information streams (i.e. Facebook
NewsFeed) and algorithmic search capabilities (Ellison and boyd 2013). These features amplify
the presence of trending data streams and allows access to other nodes information without
establishing relational connections with the source node (Kane et al, 2014).

Information flows and cascades

A widely accepted model for understanding how information and behavior diffuse in
traditional social networks is the thresholds model (Granovetter, 1978). Thresholds represent
“the number or proportion of others who must make one decision before a given actor does so”
(Granovetter, 1978:1420) and enable us to model how individual preferences for engaging in a
behavior or spreading information interact and aggregate. The threshold model helps explain
network cascades, where individuals follow others’ behavior (Anderson & Holt, 1997; Barton,
2009; Welch, 1992). Cascades are explained by the theory of observational learning (Bandura,
1977, 1986) occurring mainly because of individuals’ inherent desire to conform with social
norms and to be accepted in social networks which leads them to follow the behavior of others
(Bikhchandani, Hirshleifer, & Welch, 1992; Smith & Sorensen, 2000; Watts, 2002). In
laboratory studies Celen and Kariv (2004) observe that informational cacades often arise (35
percent of the time in their research) due to Bayesian updating by subjects from the observation
of other’s actions. Observational learning theory and information cascade formation requires
discrete choices, you like or do not like a cause on Facebook as an example, a common situation
in a social media context (Bikhchandani, Hirshleifer, & Welch, 1998).

A number of models have been proposed that help in our understanding of information

cascade formation. In studies of binary choice models cascade liklihood increased with the
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number of nodes involved and as the nodes probability for responding to a cascade topic
becomes greater than 50% (Bikhchandani et al., 1992 and Watts, 2002). The larger volumes of
ties in social media networks, the ease of visibility and action and the binary nature of many
platform choices leads to accelerated and larger information flows in social media networks.

In social media networks where ties and clusters are no longer formed based on complex
personal interactions, connections can now be established by virtual, computer-generated
individuals or groups. These bot tie connections are typically created to artificially indicate
support for an issue by participating in clusters or serving as bridges for information to diffuse
across clusters. Although these bot ties are non-human nodes, they function as perceived human
connections in the attenuated contact environment of a social media network and have real
effects on the diffusion of issues. Studies in the field of human computer interaction support that
people treat new media similarly to real people and places (Nass & Moon, 2000; Nass, Moon, &
Fogg, 1995) and respond to computer personalities in the same way they do to humans (Nass,
Moon, & Carney, 1999; Reeves & Nass, 1996).

Since pressures for conformity leads to informational cascades (Bikhchandani,
Hirshleifer, & Welch, 1998), and that these pressures are exacerbated by deeply-seated
commonalities (Chesney, 2016), information cascades are more likely to occur in social media.
The ease with which one can connect with others in social media networks has rendered cascades
much more common and precipitous. Bot ties further add to these phenomena by magnifying
diffusion in networks, at times even crafting the appearance of a cascade. Altogether, the
structural elements of social media favor the occurrence of cascades by making it easier for each
node to diffuse issues (Besiou et al., 2013). As such, social media’s rapid connection of readily

available groups promotes a “scale-free network™ (Barabasi & Bonabeau, 2003), enabling the
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diffusion of issues and social norms at unprecedented rates. Bot and affirmation ties result in
more nodes, more connections, and more nodes (% and actual ) supporting potential cascade
issues, thus positively increasing variables that result in greater cascade formation (Watts, 2002;
Bikhchandani, Hirshleifer, & Welch, 1992). While a node’s influence is important, Watts and
colleagues (2004, 2007) indicate that a critical mass of easily influenced individuals may be far
more significant to diffusion. In social media, bot ties contribute to the perception of a critical
mass and raise awareness in clusters, feeding information cascades by increasing the likelihood
of exceeding node thresholds. Affirmation and bot ties at an interpretive and impact level act as
“real” ties in impacting the flow of information in social media networks , as summarized in

Table 1.

Insert Table 1 about here

Mueller report case analysis

In this section we consider the case of Russian social media interference in the 2016 U.S.
presidential election as documented in the March 2019 Mueller report (Mueller, 2019). The
Mueller investigation into Russian interference took place between May 2017 and March 2019 at
a cost of nearly $32 million (CNBC, 2019). Sections of the report relevant to this case analysis
were reported on pages 14-32 under the following sections: Russian “active measures” social
media campaign; Structure of the Internet Research Agency (IRA); The IRA targets U.S.
elections; The IRA ramps up U.S. operations as early as 2014; U.S. operations through IRA-
controlled social media accounts; U.S. operations through Facebook; U.S. operations through
Twitter (individualized accounts; IRA botnet activities); and Targeting and recruitment of U.S.
persons. Note that all quotes in this section reference the Mueller report. The analysis is framed

to inform seven of the ten social media network research questions posed in Kane et al (2014).
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Differing ties and ties features impacts on user’s network behaviors and network structures

Colin Stretch, General Counsel of Facebook noted in the Mueller report ...“We estimate
that roughly 29 million people were served content in their News Feeds directly from the IRA’s
80,000 posts over the two years. Posts from these pages were also shared, liked, and followed by
people on Facebook, and, as a result, three times more people may have been exposed to a story
that originated from the Russian operation. Our best estimate is that approximately 126 million
people may have been served content from a page associated with the IRA at some point during
the two-year period. ... The Facebook representative also testified that Facebook had identified
170 IRA created Instagram accounts that posted approximately 120,000 pieces of content during
that time.”

The IRA leveraged all four tie types in this initiative. Initial target Facebook nodes for
the 80,000 posts were the proximates, the Facebook platform fed copies of the postings to
additional nodes via its’ News Feed interactions, the nodes shared the content with their relations
expanding the diffusion to 29,000,000 and the flows from shares, likes and following extended
the posts to 126,000,000 recipients.

The IRA leveraged network feature to play a numbers game, triggering thresholds to
create information cascades and creating groups to establish clusters to facilitate relational
sharing and low group thresholds to diffusion as noted in the following report excerpt: ...
Multiple IRA-controlled Facebook groups and Instagram accounts had hundreds of thousands of
U.S. participants. IRA-controlled Twitter accounts separately had tens of thousands of followers,
including multiple U.S. political figures who retweeted IRA-created content. ... The IRA bought
an advertisement for its Instagram account “Tea Party News” asking U.S. persons to help them

“make a patriotic team of young Trump supporters” by uploading photos with the hashtag
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“#KIDS4TRUMP.” ... Individual IRA social media accounts attracted hundreds of thousands of
followers. ... at the time they were deactivated by Facebook in mid-2017, the IRA’s “United
Muslims of America” Facebook group had over 300,000 followers, the “Don’t Shoot Us”
Facebook group had over 250,000 followers, the “Being Patriotic”” Facebook group had over
200,000 followers, and the “Secured Borders” Facebook group had over 130,000 followers.”

The IRA, via groups, drove close relations with its followers — taking them from
proximates to interactions and engaging them to promote and create content to achieve IRA
objectives.

Missing social media platform features impacts on user’s network behaviors and structures

In the context of this case missing tie features that impact network structures and
outcomes include: effectively no tie limitations, homogenization of ties through digital profiles
with no authentication mechanisms and the lack of identification or discernment of tie strength.
In combination these missing elements are seen to dramatically increase network degree, density
and clustering measures and trigger information cascades through the ability to create and deploy
alias and bot nodes indiscriminately and create spurious groups to amplify clustering.

As noted in the Mueller report the IRA created fictional personas on the social media
networks: “Using fictitious U.S. personas, IRA employees operated social media accounts and
group pages designed to attract U.S. audiences. ... falsely claimed to be controlled by U.S.
activists.” The IRA also utilized impersonation while operating on these networks to hide their
identity: “... buying political advertisements on social media in the names of U.S. persons and
entities.” The IRA created fake organizations to attract nodes to join their groups to increase
clustering and reach: “Initially, the IRA created social media accounts that pretended to be the

personal accounts of U.S. persons. By early 2015, the IRA began to create larger social media
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groups ... that claimed (falsely) to be affiliated with U.S. political and grassroots organizations.
In certain cases, the IRA created accounts that mimicked real U.S. organizations. For example,
one IRA-controlled Twitter account, @ TEN_GOP, purported to be connected to the Tennessee
Republican Party. More commonly, the IRA created accounts in the names of fictitious U.S.
organizations and grassroots groups and used these accounts to pose as anti-immigration groups,
Tea Party activists, Black Lives Matter protestors, and other U.S. social and political activists.”
In addition the IRA created automated bot accounts to amplify diffusion: “The IRA’s Twitter
operations involved two strategies. First, IRA specialists operated certain Twitter accounts to
create individual U.S. personas ... Separately, the IRA operated a network of automated Twitter
accounts (commonly referred to as a bot network) that enabled the IRA to amplify existing
content on Twitter.”

The impact of these IRA affirmation and bot tie activities are documented in the Mueller
report enabling amplified presence and activity thru bot tie activity and strong information flows
by triggering thresholds and establishing affirmation tie links via IRA established groups. As
noted in the report “In January 2018, Twitter publicly identified 3,814 Twitter accounts
associated with the IRA. According to Twitter, in the ten weeks before the 2016 U.S.
presidential election, these accounts posted approximately 175,993 tweets ... Twitter ... notified
approximately 1.4 million people who Twitter believed may have been in contact with an IRA-
controlled account.”

Profile features impacts on user’s network behaviors and content diffusion

The impressive scale of the reach of the IRA campaign noted, reaching 126,000,000

nodes on Facebook with their 80,000 posts, suggests a targeted seeding campaign of messaging

enabled by node profile information. The posts were socially engineered to affirm the beliefs of
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targeted nodes and to encourage diffusion as noted: “IRA Facebook groups active during the
2016 campaign covered a range of political issues and included purported conservative groups
(with names such as “Being Patriotic,” “Stop All Immigrants,” “Secured Borders,” and “Tea
Party News”) ... To reach larger U.S. audiences, the IRA purchased advertisements from
Facebook that promoted the IRA groups on the News Feeds of U.S. audience members.
According to Facebook, the IRA purchased over 3,500 advertisements, and the expenditures
totaled approximately $100,000.56.”

A specific example of these actions follow: ““...on April 6, 2016, the IRA purchased
advertisements for its account “Black Matters” calling for a “flashmob” of U.S. persons to ‘take
a photo with #HillaryClintonForPrison2016 or #nohillary2016.”

The IRA also used profile/trace platform capabilities to target nodes on the networks.
Given the targeted nature of the outreach and messaging these sources and affirmation ties were
blindly liked, forwarded and followed by the target nodes. As noted: “The IRA operated
individualized Twitter accounts similar to the operation of its Facebook accounts, by
continuously posting original content to the accounts while also communicating with U.S.
Twitter users directly (through public tweeting or Twitter’s private messaging). The IRA used
many of these accounts to attempt to influence U.S. audiences on the election. Individualized
accounts used to influence the U.S. presidential election included @ TEN_GOP ...”

Targeting affirmation tie recipients was a critical strategy of IRA actions. Per the
Mueller report “As early as 2014, the IRA instructed its employees to target U.S. persons who
could be used to advance its operational goals. Initially, recruitment focused on U.S. persons
who could amplify the content posted by the IRA. ... IRA employees frequently used Twitter,

Facebook, and Instagram to contact and recruit U.S. persons who followed the group.... The IRA
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also recruited moderators of conservative social media groups to promote IRA-generated
content, as well as recruited individuals to perform political acts (such as walking around New
York City dressed up as Santa Claus with a Trump mask). ... as the IRA’s online audience
became larger, the IRA tracked U.S. persons with whom they communicated and had
successfully tasked (with tasks ranging from organizing rallies to taking pictures with certain
political messages.) ... U.S. media outlets also quoted tweets from IRA-controlled accounts and
attributed them to the reactions of real U.S. persons. Similarly, numerous high-profile U.S.
persons, including former Ambassador Michael McFaul, Roger Stone, Sean Hannity, and
Michael Flynn Jr., retweeted or responded to tweets posted to these IRA controlled accounts.
Multiple individuals affiliated with the Trump Campaign also promoted IRA tweets.”
Nodes and third party use of network structure knowledge impacts on performance variation
The IRA executed a highly organized and strategic effort to influence the 2016
Presidential election in favor of Donald Trump. The IRA operation demonstrated an execution
versed in network theory and empowered via social media network awareness to socially
engineer network structures and outcomes to develop structural capital in support of their
initiative. Nodes targeted by the IRA in turn demonstrated a weak awareness or understanding
of such topics making them easy pawns to be leveraged in this effort. The IRA was aided by a
large staff to support its initiatives. As noted: “IRA subdivided the Translator Department into
different responsibilities, ranging from operations on different social media platforms to
analytics to graphics and IT. ... Dozens of IRA employees were responsible for operating
accounts and personas on different U.S. social media platforms. The IRA referred to employees
assigned to operate the social media accounts as ‘specialists.” Starting as early as 2014, the

IRA’s U.S. operations included social media specialists focusing on Facebook, YouTube, and
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Twitter. The IRA later added specialists who operated on Tumblr and Instagram accounts. ...
[and] the IRA closely monitored the activity of its social media accounts.”
Discussion

A critical question this case raises is what is the IRA in the parlance of network
theorizing? The manifestation of the IRA on the various social media networks are via the
accounts it established (Twitter 3,814 accounts; Facebook 470 accounts; Instagram 178
accounts) with the IRA presence, as perceived by controlled nodes, greatly amplified on the
respective networks. However the IRA, as a specific node, is not explicitly present on these

networks.

IRA as surpanode

We argue the IRA represents a new network structural feature in social media networks,
which we term a supranode, leveraging supra’s definition to indicate the distinctiveness of this
feature: above, over, beyond the limits of , outside of (Dictionary, 2019). The supranode, which
is an extra-network structural feature, leverages intra-network nodes that it creates (bots) or
effectively controls (proxies, aliases) or manipulates (affirmation ties to targeted nodes) to
achieve its objectives. The supranode leverages the bond model of network research,
establishing relative power advantages versus other nodes in the network. The unique features of

social media networks enable this novel structural feature as positioned in Table 2.

Insert Table 2 about here

The IRA operates as a supranode in this case however a key question is are supranodes
common in social media networks? The social media network context would suggest yes to this

question. Nodes are enabled to establish supranodes by social media network’s features and
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users are known to utilize social media platform features in novel ways as noted in our earlier
network theory discussion. Power advantages accrue to supranodes, and the cost of supranode
creation (given knowledge and intent) is moderated by the platform capabilities. Malicious
behavior (to the extent that is the surpanode intent) is also common online with a study on
crowdsourcing competitions suggesting that malicious behavior is a norm, not an anomly, in that
related, online context (Naroditskiy, Jennings, Van Hentenryck and Cebrian (2014).

Another important question is what does it take to be a supranode and do supranodes
really impact outcomes? The Russian interference case acknowledges interference in the 2016
U.S. election however it does not suggest that the election outcome was impacted by these
efforts, although Donald Trump did was elected president. Push back on impact notes that the
IRA supranode only spent $100,000 on Facebook social media advertising, a very modest
number relative to the $81 million spent by the Clinton and Trump campaigns. The reality is that
a supranode is not powered by advertising expenditure flows but by exploiting network
knowledge and awareness. The IRA employed dozens of staff between 2014-2016 to support
this effort per the Mueller report. Assuming, as an esitmate, 36 staff for the two years before the
election when the supranode was active at $50,000 salary per staff per year the effort would have
spent $3,600,000 on human capital during this period, still modest relative to $81 million but far
from insignificant. The network impact from these investments is impressive with 126,000,000
Americans touched by the Facebook efforts alone. The continued engagement by Russia in
election interference in the Ukraine post the U.S. focused effort suggests the supranode initiative
outcomes to have been viewed favorably by its leadership (Brookings, 2019).

If supranodes are the new “invisible hand(s)” of social media networks, a la Adam

Smith, what are some exemplars of them in practice? In Table 3 we suggest a range of
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supranode archetypes with exemplars and a categorization of the supranode drivers utilizing the
collective intelligence genome constructs from Malone, Laubacher and Dellarocas (2010) and

the pressures they can exert on existing network nodes derived from Suchman (1995).

Insert Table 3 about here

Supranodes have broad theoretical implications for the range of network theories.
Surpanodes can impact various network structures as noted in Table 4 and have implications for

all three network theoretical traditions as outlined in Table 5.

Insert Tables 4 and 5 about here

Management and societal considerations

Supranodes, affirmation tes and bot ties, all observed in this case analysis, have
significant societal implications. Research suggests that people are not discerning enough to
distinguish these newly enabled ties from traditional “real world” relationships (Reeves & Nass,
1996) as confirmed in our case. Fake news and issues propagated by these supranodes can also
generate significant societal damage which is not easily corrected due to Mandela effect
(Mandela effect, 2019) residual impacts, as one example. Given the suggested supranode
archetypes and the ability of social media networks to empower a range of large to small actors,
governance considerations in this area deserve signifianctly greater attention.

On the managerial front there is a growing body of research examining the characteristics
of issues that make them salient to managerial decision-makers (Bridwell-Mitch & Lant, 2014;
Bundy, Shropshire, & Buchholtz, 2013; Clark, Bryant, & Griffin, 2015; Frooman, 2010;
Lamertz, Martens, & Heugens, 2003; Litrico & David, 2016; Roloft, 2008; Sonenshein, 2016).

This work suggests that activist nodes’ effectiveness depends on their ability to engage the logic
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of numbers and/or the logic of damage (den Hond & de Bakker, 2007). While the latter refers to
the credible threat of harm activists may inflict on organizations, the former speaks to the amount
of supporters advocating for the issue and the two are intertwined such that typically the greater
the logic of numbers, the more potential damage may follow (della Porta & Diani, 2009).
Activist supranodes can clearly trigger these logic of number thresholds driving information
cascades. It is important to note that responses from organizations to an issue can significantly
affect a cascade putting a halt to (or accelerating) an issue’s momentum (Hiatt, Lee, & Grandy,
2015; King & Lenox, 2000; Reid & Toftel, 2009).

Trust issues also arise regarding functionality that are typically viewed as key value
added from social media applications (such as product reviews), which may be generated by bot
ties but nevertheless relied upon by consumers. This has important implications for new and
existing social media empowered services. In addition the reduced expense of supranode
campaigns to achieve social media empowered objectives has implication for the advertising
business models employed by many of the most successful global social media companies.

This case study suggests supranodes as an important extension to the various network
theories with signifianct practice implications. This foundational paper lays the groundwork for
further theoretical and empirical study. For example, the impact of supranodes can be studied
via modelling and experiments designed to evaluate node responses to various supranode
behavior. Media controls can be hypothesized to avoid exploitation and to maintain the positive
benefits derived from social media networks. Managerial strategic responses to issue

management and broader strategy considerations suggested by supranodes can also be evaluated.
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Table 1 Type of network ties, definition, and role in generating a cascade

Type of Tie | Definition Role in Generating a Cascade
Strong Connection between two nodes characterized by Diffuse information fluently
high emotional intensity, time together, intimacy across strong ties
(physical proximity) and/or reciprocal services
(Granovetter, 1973: 1361)
Weak Connection between two nodes in separate clusters | Bridge clusters
(Granovetter, 1973)
Affirmation | Connection created by a node to a cluster that Magnify the number of clusters
endorses a similar interest or viewpoint each node is a member of
Bot Computer-generated connection created to advance | Magnify support toward

the aims of a single node

adoption threshold within
clusters and diffuse information
through bridging
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Table 2 Social media network effects on network structure and outcomes

Social Media Network Property

Effect on Network

Low (no) cost and ease of use
No need for managerial control

New participants in the network (individuals and
non-formalized organizations);
Larger networks

Increased bridging social capital

Network nodes/clusters have access to — and are

E through affirmation and bot ties exposed to — more types of information;
E Increased speed of communications, level of
% information sharing, and ability to organize
through multidirectional channels
Supranodes Network nodes versed in network theory and
empowered via social media network awareness to
socially engineer network structures and outcomes
Issue-related content created by Increased influence of network participants on
network participants with few (no) issue framing and agenda-setting
& | gatekeepers to information diffusion
'5 Greater visibility of issue Individual thresholds more quickly attained and
< | endorsements increased pressure for conformity leading to
< potential cascades

Greater homogeneity within clusters

Convergence within the network with respect to
norms and values related to the issue
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Table 3 Supranode archetypes, exemplars, drivers and pressures

Archetypes Exemplar Drivers! Pressures’

Private actors Political campaign social media Power, Mimetic
manipulation efforts money

Government Chinese government social media controls; Power Coercive;
Russian Internet Research Agency mimetic

Platform Facebook; Twitter Money Normative

Consultants; Cambridge Analytica Money Mimetic

marketing agencies

Standards bodies IEEE Glory Normative

1.  Malone et al (2010)
2. Suchman (1995)
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Table 4 Supranode impacts on network structures

Network Description Impact
characteristic
Degree Number of ties to a node Increase
Density Percent of potential ties actually present Increase
Average path length | Average of all shortest path lengths in the network Decrease
Diameter Maximum shortest path length in the network Decrease
Cluster coefficient Ratio of the actual triangular node connections in a graph Increase
to the total numbe of possible triangular node connections
Assortativity Pearson correlation between adjacent node degrees Increase
Global efficiency Average of the inverse of all shortest path lengths Increase
Eigenvector Connection by a node to highly influential nodes increases | Increase
centrality the connecting nodes centrality
Transitivity Proportion of three nodes where if A connects to B and B Increase

connects to C then A will also connect to C
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Table 5 Supranode theory implications!

Independent variable

Exemplar dependent variable impacts

Theory impacted

Supranode knowledge of
network structure and theory
(non-network antecedent)

More ties, bonds, flows
(network outcomes)

Theory of networks

Number of surpanode created | Cascade Network theory
network ties/clusters (groups) | (non-network outcomes)

(network variable antecedent)

Number of surpanode created | Increased node transitivity, centrality, Network theory of
network ties/clusters (groups) | degree networks

(network variable antecedent)

(network outcomes)

1. Mapping derived from Borgatti & Halgin (2011) table 4
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Strategic Inflection Points and Management Decision Making

This paper is about how managers plan. It’s about how managers make decisions about
the planning process and how sometimes things can go very, very wrong. The question is how
successful, talented managers can make good decisions time after time, but suddenly, at some
point, find themselves missing danger signals. This paper explores how and why experienced
management teams can miss changes, trends or events where that world changes around the
company. It examines how this lack of foresight can create dangerous situations for companies,
many of which have been harmed because managers did not recognize that the changes
happening around them, or underestimated the importance of the changes.

The search for the answers to these questions led to a discussion of inflection points in
business, and how management teams can fail to recognize the impact of an inflection point
Wwhen they first encounter evidence of the associated changes in the environment for their firm’s
business. What is an inflection point? In mathematics, it is defined as “A point of a curve at
which a change in the direction of curvature occurs.” A second definition for business use is “A
time of significant change in a situation; a turning point.” (Inflection Point—Meaning of
Inflection Point by Lexico, n.d.) A definition used by many in business and widely attributed to
Andrew Grove, Chairman of Intel, is “... an event that changes the way we think and act.” In his
book Only the Paranoid Survive, Grove describes an inflection point as ““... when the balance of
forces shifts from the old structure, from the old ways of doing business and old ways of
competing, to the new.” (A. S. Grove, 1999, p. 33)

Figure 1, a graph showing an inflection point illustrates how subtle the change appears -
particularly if you could see only the area of the graph near the inflection point. Managers face a

similar situation with the business version of an inflection point - it can be very
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INFLECTION
POINT

Figure 1 — Inflection Point Graph

difficult to spot “a time of significant change” while you are working within that moment of
time. Being able to spot a inflection point in business is easier if managers step back and look at
the historical context of current activity, plus changes that may be just beginning. However, note
that while mathematicians have both pre and post inflection point data when they are
determining an inflection point, managers working in real time have only historical data on
which to base their decisions. They likely also have forecasts, but these tend to be relatively
short range. More importantly, forecasts do not consider the severity of the impact of the
changes associated with a never or rarely seen phenomenon. Managers in this situation are likely
to struggle since they may have difficulty determining if the changes afoot differ from either
cyclical changes with which managers have more experience, or the typical noise from random
change that ultimately does not lead to major changes. An error in the opposite direction is also

possible - managers may even miss the fact that changes are underway since they are working in
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unfamiliar territory. A. S. Grove (1999) notes that “It is around such inflection points that
managers puzzle and observe, ‘Things are different. Something has changed.”” (A. S. Grove,
1999, p. 33)

In spite of the difficulty, it is important that managers anticipate and act on significant
changes in their competitive environment. In order to do so, management teams need to
constantly be on the outlook for unusual changes that can’t be explained by typical business
cycles in the economy or in the firm’s industry. They have to be open to new explanations and
thinking about possible solutions for new types of problems. They also need to think positively
about the events they have observed - how can the company benefit from the changes that are
happening in the environment? (Kahan, 2013, pp. 1-2) Moving quickly to meet changes in
consumer demand, adjust to the economics of new production processes or incorporating a major
improvement in technology are just some of the possible actions that could allow a management
team to use the environmental changes to improve their competitive position (innovative new
product features, market share, production costs, etc.) Acting quickly - before competitors fully
understand the new rules - can lead to improved short term financial results as well as a stronger
long term competitive position.

Examples of Inflection Points in Business

The following sections provide brief examples of how various industries and/or
companies experienced - or in some cases are likely experiencing inflection points. Note how
each firm reacted or is reacting to their situation and the varying outcomes.

Automobile manufacturing. Automation of assembly lines in increasing rapidly,
including the use of automated guided vehicles (AGV’s) to move parts and partially assembled

products automatically as needed in the productions process. Firms are increasing capital
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investments for factory automation, reducing the number of labor hours needed to produce

automobiles (Forger, 2019). At the same time production facilities are rapidly evolving, the

industry is facing massive changes in its products with the development and consumer interest in
electric vehicles (EVs.) A number of technological changes point toward a rapidly approaching
inflection point for EVs, with some manufacturers betting more heavily on EV development than
others. The technologies that are coming together include the drop in the proportion of electric
power in the U.S. produced by coal, resulting in greater benefits (lower CO2 emissions, etc.)
than if electricity was still primarily generated with coal. Manufacturing experience and
economies of scale are kicking in to reduce production costs of EVs which, in a virtuous cycle, is
likely to increase demand. The success of EVs is largely dependent on improving battery
technology, and battery makers have been delivering smaller, more efficient batteries that have

extended the range of EVs and made them more attractive to consumers (Silverstein, n.d.).

Banking. McKinsey has identified seven transformational trends in the banking
industry:

1. Technology companies are using their technology to provide banking services, effectively
disintermediating major banks. Example: Private label credit cards , Google Pay,
Facebook’s new digital currency.

2. Banks entering related ecosystems such as housing and mobility.

3. Bank customers across demographics increasingly prefer digital delivery of banking services

4. Corporate social responsibility now expected of banks by customers

5. Banks are adding technology and successfully generating major cost reductions
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6. Managing risks presented by technology use (cyberattacks, social media incidents, etc.) is
gaining attention of bank managements, leading to integration of activities across banking
institutions

7. Increased demand for staff with digital skills has created shortages of qualified workers and
caused banks to understand they are competing with technology firms for the same talent
(Godsall et al., n.d.).

Mobility. The silos in which different transportation technologies have existed are
beginning to merge. For example, automobile manufacturers, repair facilities, energy industries
and so forth all within the automotive industry are likely to change their relationships with each
other as well as what products and services they provide. At the same time other larger silos
such as highways, ownership and financing of vehicles, other modes of transportation (from
aircraft to marine to bicycles and scooters) are likely to begin to merge as customers demand
more convenient and less expensive transportation options. These sorts of changes will have
significant impacts on players within existing silos, with those who understand and expect the
inflection point being most likely to survive (Heineke et al., 2019).

Shipping. At one time marine shipping was a very labor intensive business subject to the
whims of unions and workers responsible for loading and unloading ships carrying bulk cargo
using very little technology beyond the strong backs of those working the docks. That all started
to change in the 1950°s and 1960°s as shipping companies introduced large intermodal
containers that could be loaded at a customer site, transported by truck and/or rail to a port, and
moved aboard a ship, with the process reversed at its destination. This changed the calculus of
labor costs, ship utilization rates, shipping speed, and the cost of damage/theft of shipments.

Containerships have grown to mammoth proportions forcing changes in the physical facilities at
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ports, and even the creation of a new, larger Panama Canal able to accommodate much larger
ships than the original canal. The changes have also made possible tremendous increases in
international trade and had significant impact on both companies and national economies
(Levinson, 2006).

Cell Phones. In 2000, Finland’s Nokia was the leading manufacturer of cell phones in
the world. The company’s world got a little too comfortable and they spent money on
shareholder dividends and stock buy backs to help support the company’s share price. In service
of this strategy, they reduced spending on research and product development. Unfortunately for
Nokia, their competitors were busy spending money on research and product development at the
same time. By 2009 Nokia’s product line was woefully out of date and lacking the sorts of
technological innovations customers valued highly. Nokia also missed a major inflection point
in phones by thinking of a cell phone as a phone. Customers, however, had already moved on,
using the new phones to check email, and access all the wonders increasingly available on the
Internet. Nokia’s competitors, mostly phone makers using the Android platform and Apple
using its own operating system were happy to provide customers what they wanted. The result
was a fast, deadly drop in smartphone market share for Nokia from 23.8% in the first quarter of
2011 to just 8.2% in first quarter of 2012. A failed attempt to use the Windows operating system
and other strategic missteps sealed the company’s fate. Some speculate that Nokia’s location, far
from Silicon Valley or technology hubs in other places around the world, contributed to the
downfall. The cross fertilization in the technology hubs could have averted some of the bad calls
that led to the crisis. (Pai, 2015) Of course Nokia was not alone in missing this inflection point,

Blackberry’s parent company, Canada based Research in Motion also clung to its existing
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technology - essentially an email device with a phone added to it - while customers interest in
web access grew. The results were similar to what Nokia experienced (Vara, 2013).
Case Study Examples

Three short cases in this section take closer looks at what happens when companies
encounter inflection points.

Netflix vs. Blockbuster. Take for instance the case of Blockbuster Video, once a wildly
successful company in the movie rental business. The company had stores across the US and
dominated the rental business for DVD’s. Netflix was founded in 1997, 12 years after after
Blockbuster. Initially it used a DVD rental by mail model which was convenient - no trips to the
video store - and also eliminated a much loathed feature of Blockbuster’s service: late fees when
DVD’s were not returned on time. By simply limiting the number of DVDs that a customer
could have checked out, Netflix eliminated late fees - a subtle change that was part of the reason
customers switched from rental stores. At the time the number of households with access to high
speed Internet, a necessity for streaming video, was relatively small, but growing. Looking
ahead, Netflix obtained streaming rights for video, developed software and arranged for the
infrastructure needed to support streaming. They have been running the DVD by mail and the
streaming models simultaneously allowing them to serve households with and without high
speed Internet.

No doubt Blockbuster’s top management team was busy growing the company and
attending to operational details when Netflix came along and started renting DVD’s by mail. By
the time they recognized the danger to their business model posed by Netflix, it was too late.
Netflix was already entrenched and growing rapidly. Blockbuster was never able to really match

what they were doing with the DVDs by mail. Similarly, by the time Blockbuster sensed the
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danger that streaming posed for their business model, Netflix was already established and
growing its video entertainment streaming subscription business. Netflix was offering movies,
television shows, entertainment specials - some of it original content - streamed to consumers’
homes at a subscription price offering superior value to that offered to consumers by the movie
rental model, Consumers reacted by shifting in large numbers to Netflix.

It’s not that Blockbuster’s management team was not aware of what Netflix was doing.
The CEO and other top managers traveled from their Silicon Valley area headquarters to
Blockbuster’s Dallas headquarters several times with offers to partner or even sell Netflix to
Blockbuster. An offer in 2000 was for Netflix to to run Blockbuster’s online presence and
Blockbuster would promote Netflix in their stores. Netflix CEO was laughed out of the
conference room (Satell, n.d.). Later efforts included an offer to sell Netflix to Blockbuster for
$50 million. Blockbuster passed on the offer. Five years later Netflix was worth $1.4 billion
while Blockbuster’s market capitalization was approximately $850 million (Goldsmith, 2005).
Ten years later, in 2010, Blockbuster, by then worth about $24 million, filed for bankruptcy.
Dish Network, in a move its CEO later called “poor strategy on our part” (Graser, 2013) bought
the firm out of bankruptcy, but shuttered the business by the end of 2013.

The question is how could a management team as talented and successful as the one at
Blockbuster miss all the danger signals and warning signs? They simply did not sense nor
understand the danger that Netflix posed to their company. Was it inertia? Hubris? Not
interpreting information correctly? More likely it was a combination of factors. In fact,
Blockbuster’s CEO and management team were not alone in failing to recognize an inflection
point and change course to meet quickly evolving challenges. Similar fates have been suffered

by many other companies and sometimes entire industries.

9
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It should be noted that the story does not end with the demise of Blockbuster and other
video rental stores. Netflix has created headaches, concern, alarm and in some cases
opportunities for a number of related industries. Consider the ways in which video streaming of
content has caused changes in the business models of movie theatre chains, cable TV systems,
cable TV networks, broadcast TV networks, movie studios and production companies, television
studios and production companies, and others.

Kodak’s Failure to Confront Change. Unlike Blockbuster, Kodak had a clearer picture
of the major changes in the photography business well in advance. It was clear that digital
photography was going to supplant film photography as advances in computing, data storage,
sensors, displays and printers allowed higher quality images to be captured and distributed in a
digital format. In fact, an internal research project conducted in 1981 projected that it would take
about 10 years for the technology to advance to the point where digital photography was a viable
replacement for Kodak’s existing cash cow - its photographic film, chemical and paper business.
When CEO Colby Chandler retired in 1989, the board had the choice of Kay Whitmore, a
veteran of the film business, or Phil Samper, a manager who had experience with digital
technology. They went with Whitmore, who was quoted in the press as saying “... he would
make sure Kodak stayed closer to its core businesses in oil and photographic chemicals.” (Mui,
2012) For his part, Samper resigned and went on to be president of of Sun Microsystems and
CEO of Cray Research (Mui, 2012). Meanwhile Whitmore lasted 3 years as CEO at Kodak, and
was replaced by George Fisher, previously CEO of Motorola.

Fisher pushed for moves toward digital photography, but his tenure is evidence of just
how hard it can be to get change right. His predecessor clung to film, while he got too far out in

front of the technology and the customers’ comfort zones. His efforts to move the company



STRATEGIC INFLECTION POINTS AND MANAGEMENT DECISION MAKING 11

toward digital photography overshot the mark. He was also criticized by Wall Street for not
moving quickly to cut costs, with some analysts noting he was trying to run a growth company.
When the growth did not materialize, it became clear costs were a problem, and ultimately ended
in his resignation (Desmond & Kahn, 1997). The board, in a move that could give anybody
whiplash, named the COO, a traditional film executive named Daniel Carp, as the new CEO
(Dvorak, 1999).

It is hard to argue Kodak and its various management teams in the 1980’s and 1990’s
were not aware of the inflection point coming. With the exception of Fisher, their actions (or
rather inaction) indicate they did not believe the worst could happen. They seemed to believe the
change in demand for film, chemicals and paper would be less drastic than it soon proved to be.
Or, as some would likely argue, it could be a case of compensation and incentives for top
managers that were poorly aligned with the firm’s strategic needs by emphasizing short term
profits over survival of the company over a period of ten plus years.

Things eventually heated up. In July 2005 The Wall Street Journal reported that an
equities analyst with Standard & Poor’s downgraded Kodak stock, noting the “digital
substitution is happening a lot faster than they anticipated.” (Bulkeley, 2005, p. 3) Kodak
admitted in 2004 that the change to digital photography would require it to make radical changes
in its business, moving away from film related products and growing its presence in digital
products. Its two year plan included the layoff of over 13,000 out of 64,000 workers then on the
payroll (Bulkeley, 2005).

Part of the problem was that the new business Kodak was being forced to enter was
significantly less profitable that the old photographic film, paper and chemical business. There

were two reasons for this: First, the areas of technology involved were highly competitive and
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had lower margins, and second there were very few consumables in digital photography. Kodak
had operated using the razor and razor blade model where they provided affordable cameras and
made their money on the film consumers bought plus the paper and chemicals purchased by
processing laboratories. (Dvorak, 1999) The digital photography business model was as
unfamiliar to managers who had worked in the traditional photographic business as was the
technology itself.

While Kodak did finally start to reorganize and cut costs, it continued to operate its film
division even though that business was disappearing fast. It was not until January 2012, the
same month the company filed for bankruptcy, that the film division disappeared, with what was
left being merged into the two remaining divisions: commercial and consumer (Mattioli, 2012).
By August much of the old film related businesses were up for sale (Spector & Mattioli, 2012).
The company did emerge from bankruptcy in September 2013 and is now focused on
commercial printing products, printers and a number of other products. It is traded on the NYSE
and reported a $94 million profit in 2017 and a $16 million loss in 2018.

Retailer Reaction to Changes in Consumer Preferences in the Age of Amazon. As
online retail operations like Amazon began to develop, some retailers appeared to take a serious
interest in developing their own online capabilities, although the budgets and talent employed in
these efforts varied. Others saw online retail as a distraction and found it more beneficial to
focus on increasing their traditional retail sales through marketing and merchandising efforts
while building more retail stores. In some cases retailers simply hired Amazon or other online
retail specialists to develop and operate their e-commerce efforts. For example, Target’s
management at the time chose to spend on building more stores while hiring Amazon to run their

Target branded online effort. In short, management was seeking and being rewarded for short
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term profits from proven retail operations, while sacrificing opportunities for long term gains that
were seen at the time as risky bets on e-commerce. As it turned out, retailers were at a classic
inflection point and many did not seem to realize it.

Of course, some who recognized the inflection point were unable to profit from it. Some
of the necessary technology was still in early stages of development, merchandising online was a
developing art form and consumers ordering online were mostly early adopters. These risks
resulted in some firms making what turned out to be poor choices in this rapidly evolving area of
business. Early entrants in any new area of business sometimes benefit from first mover
advantage - think Amazon. However, there is a reason people refer to companies leading the
charge in new areas as being on the bleeding edge - think e-Toys and the other e-commerce sites
that were ahead of their time and failed.

Retailers have for the most part made the transition from bricks to clicks, where online
commerce is added as a second distribution system. Many have moved on to developing a clicks
and bricks strategy designed to allow customers to choose between online and traditional retail
depending on their needs for a particular transaction - or use both traditional and online channels
within a single transaction. The latter includes everything from online kiosks in retail stores to
picking up online orders from retail locations to same day delivery options. Behind the scenes,
logistics for online and traditional retail has been merging, with many retailers using store
locations as local distribution centers for online orders in order to reduce shipping costs and
delivery times. The use of their retail locations for this purpose was one source of competitive
advantage against Amazon, which needed to build out local distribution centers - or in the case
of the Whole Foods acquisition, literally buy a retail network to help it compete with other

retailers and experiment with how to best use retail location in a clicks and bricks strategy.
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Like Kodak, retailers had advance notice of the major change they faced as technology
and logistical solutions needed for full implementation and good customer service were
developed. Unlike Kodak, one competitor was driving growth in online sales and technology
and logistical solutions. That competitor, Amazon, started with clicks and could move more
quickly and creatively than retailers with large legacy operations. Because they had legacy
operations to protect, and because those legacy operations also had dictated how traditional
retailers operated their businesses, many traditional retailers could not move as fast as Amazon
and other digital native retailers did. Initially, some traditional retailers viewed online sales as a
relatively unimportant part of their future, while others made modest efforts to build online sales.
A few took the potential to grow through online sales, and the dangers of ignoring online sales,
seriously and prioritized online efforts.

U.S. Retail e-commerce sales have steadily grown. In early 2010 e-commerce sales were
a little over 4% of total U.S. Retail sales on a seasonally adjusted basis. By third quarter of
2019, this had increased to 11.2%. Year to year sales growth for quarterly total retail sales in the
U.S. Has been in the low single digits, while e-commerce sales have been in the low to middle
double digits (Quarterly Retail E-Commerce Sales 3rd Quarter, 2019). See Figure 2.
Meanwhile, shopping malls are closing, big box stores are empty or being repurposed and
traditional retailers have for the most part been struggling with online competition and changes

in consumer buying behavior.
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Estimated Quarterly U.S. Retail E-commerce Sales as a Percent of Total Quarterly Retail Sales:
1%t Quarter 2010 — 3" Quarter 2019

Percent of Total

12.0

11.0 ——
10.0 A, L=
9.0 N\ __/’—\’J
A\ + [ ——

8.0 —
70 . /\6/_—-\._-—'
6.0 - ,L\E—f
o — et =
4.0 Sj
3.0

1Q 1Q 1Q 1Q 1Q 1Q 1Q 1Q 1Q 1Q

2010 2011 2012 2013 2014 2015 2016 2017 2018 2019

[ Not Adjusted e -Adjustedl

Figure 2 — E-commerce as Percent of Retail Sales (Source: US Census Bureau)

What’s New?

While problems and challenges have confronted managers and companies in the past - as
the examples and case studies show - the frequency and the stakes involved have been
increasing. Partly this is due to the pace of technological change, but it is also due to growing
markets and larger organizations operating in multiple industries and geographic locations.

With the stakes rising it is more important than ever to find ever better ways of improving
the success rate of companies and their managers in dealing with major, strategic challenges.
The concept of strategic inflection points and their relationship with strategic decision making
and strategic analysis represents a path toward improved identification of strategic inflection
points as wells more timely and effective ways to deal with the problems and changes they
represent. Failure to improve a firm’s batting average with strategic inflection points could
seriously weaken a company and lead to deteriorating competitive advantage, which can be very

difficult position from which to recover.
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Literature Review

In order to gain insights into existing knowledge and understanding of major topics
related to the opportunities and dangers for businesses presented by strategic inflection points, a
focused literature review is presented below. The overall review focuses on the detection of and
reaction to strategic inflection points by the management of impacted businesses. To accomplish
this, the focus of the review is on four primary areas of literature: 1) The definition, description
and impact of strategic inflection points, 2) Environmental scanning and related methods of
detecting and assessing of new strategic inflection points, 3) Strategic analysis required to select
methods of taking advantage as well as ways to minimize damage to the firm from the changes
associated with an inflection point, and 4) How to guide and conduct strategic decision making
in order to best carry out the required changes in a timely and effective manner. There are other
areas related to strategic inflection points that will likely have importance, and there are
subtopics that will warrant examination, as illustrated in Figure 3. However, given the state of

knowledge today, the four areas reviewed below seem to be a logical first step.
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Figure 3 — Strategic Decision Making and Inflection Points
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Strategic inflection points. The term strategic inflection point was introduced by
Andrew Grove in his book Only the Paranoid Survive as “... a time in the life of a business when
its fundamentals are about to change.” (A. S. Grove, 1999, p. 33) He notes that the change can
be good or it could portend difficult times or even the end of a company. An inflection point
involves foundational changes that could have roots in technology, competition or other areas of
importance to a firm. While it may not be evident at first, it changes the environment in which a
firm operates in very significant ways that require the firm to change how it conducts business.
One of the dangers is that the extent of the change may not be obvious, leading management to
treat it as just another in a long line of issues and decisions faced everyday by CEO’s. The
delayed recognition of the change means a delay in either taking advantage of the change or
adapting the firm’s operations to the new reality it faces as the result of the strategic inflection
point. In a lecture later published (A. Grove, 1997) Andrew Grove recommends ways to dealing
with strategy inflection points in the context of Porter’s Five Forces, illustrating how a company
can transition to a new way of doing business given the occurrence of a strategic inflection point.
He also stresses the importance of managers determining whether changes they encounter in day
to day operations are simply run of the mill occurrences to be dealt with, or the much rarer
strategic inflection points that will ultimately require major changes in the strategy and operation
of the business. Grove, being an electrical engineer, naturally uses the analogy of signal versus
noise from the electrical world to compare the process of sorting out the most important changes
(signal) from the day to day changes and minor course corrections (noise.)

The strategic inflection point concept was revisited in an article (Phillips et al., 2016),
which compares Grove’s strategic inflection points mathematically to the inflection points

typically seen in graphs of product life cycles. The study found some similarities, but also some
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ways in which the two types of curves differ. As a result of this finding the authors map out
other terminology similar to inflection points, noting scientific definitions of the terms, a useful
effort to help minimize confusion from similar terms.

Rita McGrath provides a look at ways to make strategic inflection points even more
useful to top managers and their firms by focusing on ways to identify inflection points before
they impact the business, providing the firm with a strategic competitive advantage over others
who have not seen the inflection point coming (R. McGrath & Christensen, 2019). The author
emphasizes that 1) When a management team and company is surprised by the impact of a
strategic inflection point, that change has virtually always been building undiscovered for some
time. 2) The difficulty firms have in noticing a strategic inflection point is not limited to just
their firm. Competitors and others are having the same problem, so if a firm can notice the
change earlier and act, they will gain competitive advantage. 3) Management teams responding
to a strategic inflection point can use techniques associated with the discovery driven approach to
business models described in several articles (R. G. McGrath & MacMillan, 1995), (R. G.
McGrath, 2010) and (R. McGrath, 2017) as opposed to traditional analysis and planning in order
to gain competitive advantage by making changes favorable in the new environment more
quickly.

Bradt (2018) focuses on how to best take advantage of a strategic inflection point and
notes for firms to be successful at gaining advantage, they will need to quickly shift the firm’s
strategy, organization and operations simultaneously in order to adopt the required changes. The
author offers five steps for quickly adopting changes needed to make the best use of a strategic
inflection point: 1) Figure out what has changed in the environment with the arrival of the

strategic inflection point. 2) Change strategy in advance of the strategic inflection point fully
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taking hold - including not just strategy, but also strategic priorities, cultural changes that may be
required. 3) Rearrange organization of firm as needed to execute the new strategy. 4) Change
operational processes as needed to given the new strategy and organization. 5) Create and
initiate communications programs for a) employees and b) vendors as well as other external
partners that explain the changes being made with a focus on what the changes mean for
individuals in each category.

Environmental scanning. Angriawan & Abebe (2011) investigated the impact of the
background of CEOs, including industry tenure, CEO interpersonal functional diversity and level
of environmental scanning in a group of manufacturing firms. The authors found that both
length of CEO tenure and the level of business interpersonal functional diversity were positively
related to the CEOs’ and firms’ emphasis on environmental scanning. In other words, CEO’s
with longer tenures who were generalists, rather than specialists, generally were associated with
higher levels of environmental scanning.

Cho (2006) explored changes in the levels of environmental scanning after a major
environmental change. The study looked at major airlines and the deregulation of the industry in
the U.S. as the major event (inflection point.) The author found that firms with high turnover
rates in their top management team (TMT) tended to have broader scopes in environmental
scanning, and that their environmental scanning increased after the major environmental change.
In addition, TMT’s that became more diverse in terms of experience and education exhibited
larger increases in environmental scanning that those with less diversity. Finally, the author also
detected a link between the output-orientation of TMT members and the level, as well as breadth

of environmental scanning.
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Strategic analysis. The Five Forces Analysis was introduced by (Dobbs, 2014). The
author notes that the Five Forces Analysis allows the strategists to determine the firm’s strategic
strengths and weaknesses. Once that is established, firms can be compared against other firms in
the same industry as well as the overall industry. With this information a strategist can develop a
plan of action likely to include: 1) developing a competitive position for the firm that makes the
best use of its capabilities. 2) adopting a strategic mix that makes the best use of the firm’s
strengths and weaknesses. 3) anticipating how the competitive forces are likely to shift in the
future, which would allow the firm to exploit future changes by introducing a strategy
appropriate for the new situation before competitors notice what has happened. This third point
fits the idea of strategic inflection points very well - to the point that it almost predicts the
concept of strategic inflection points.

Porter (2008) updates the original 1979 article on the Five Competitive Forces and
numerous related publications up to that point. The author notes that one of the important
aspects of the Five Forces analysis is that it forces strategists to consider a wide range of
information summarized in the five forces, rather than focusing on one just one or two elements
of the overall situation. In other words, it forces users to stay focused on the overall framework
of the company or industry, and enables users to see the big picture.

Dobbs (2014) points out that Porter’s Five Forces analysis, as practiced by most users, is
relatively superficial and decidedly qualitative. The author proposes a set of “templates” to
gather quantitative data similar to Likert scales to capture quantitative information on each force,
noting that by using a quantitative approach more useful and dependable information can be

gathered on each of the Five Forces in any particular case.
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Strategic Decision Making. (Campbell et al., 2009) discusses what neuroscience shows
what can impact or distort managers’ judgment with respect to decision making. The authors
point out that managers’ decisions typically depend on pattern recognition and emotional
tagging. These “shortcuts” for decision making often provide quick and useful decisions, but
they are subject to distortion from self-interest, emotional attachments and/or inaccurate
memories. Managers can compensate for these human faults by trying to recognize the sources
of bias, and as needed add more analysis, debates on relevant points to widen the diversity of
opinion and/or relying on stronger organizational rules about the number of managers and/or
experts needed to sign off on the most important decisions.

Kahan (2013) describes methods for pursuing and leveraging inflection points, noting
that while inflection points can have both negative and positive impacts on companies, it is
possible to turn a potential negative impact into a positive impact. The author maintains that
inflection points can be used to great benefit by getting onboard early and maximizing the sales,
profits or whatever is involved in the particular inflection point. If the inflection point appears to
be a negative, once again getting on board early can help - except in this case it is adapting to the
coming change in order to minimize damage that could occur if changes aren’t made until after
the damage has occurred.

Burgelman & Grove (1996) note that strategic planning often relies on the presumption
of “extraordinary foresight” on the part of top managers. The authors also point out that it
particularly unlikely to occur in high technology industries. The premise of the argument is that
in very dynamic industries the strategic intent of a company - no matter how well crafted - is
unlikely to match up with he strategic action of the firm for very long before strategic action

leads or lags strategic intent. The mismatch between strategic intent and strategic action is
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referred to as “strategic dissonance.” The authors state that revised strategic intent must be
developed to get the firm back into synch with its strategic actions. They also note that not all
dissonance is strategic - sometimes it is simply operational friction or temporary mismatches that
ultimately match up again with the original plan. If, on the other hand, the dissonance seems to,
on close inspection, show signs of potential transformation at the industry or company level, then
you are dealing with strategic dissonance, which signals an impending strategic inflection point.
The authors also note that signs of a strategic inflection point are sometimes obvious, as were the
cases of telecommunications deregulation and airline deregulation, where the coming events
were literally announced by judges in court. More often the pending inflection point is subtle,
but the authors observe that the first evidence will emerge from parts of the company that deal
with the outside world - often middle managers and the sales force. The authors recommend top
managers, typically somewhat sheltered from customer comments and actions of competitors
while they focus on planning and operational issues, are well advised to listen to comments and
signals from their middle management ranks and their sales force.
Discussion

Figure 3 shows many of the ways strategic management decision making is related to
strategic inflection points. While the situation can differ from firm to firm, or industry to
industry, the areas shown in bold are where most of the interactions between strategic
management decision making and strategic inflection points occur. These areas need particularly
close attention from TMT’s in order to optimize the resolution of strategic inflection points, and
gain competitive advantage over firms less focused on resolving strategic inflection points. The
areas of focus include:

e Exploit disruption
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Pursue leverage and inflection points
Accelerate through inflection point(s)
Change management

Strategic dissonance

Collect intelligence

Environmental scanning

Shift perspective

Porter’s Five Forces

Strategic Analysis

New Line of Inquiry

Based on this review of strategic inflection points, and their connection to strategic

management decision making, important areas of exploration would include:

Increased understanding of the origins of strategic inflection points

Ways to improve the early detection of strategic inflection points

Better, standardized methods for analyzing and developing a rapid response for strategic
inflection points once they are identified

Preparing for quick action on newly detected positive strategic inflection points - those that
could help the firm gain competitive advantage.

Preparing for quick action on newly detected negative strategy inflection points, where the
goal is to either to “make lemonade out of lemons” (entering/exiting industries or regions,
adding or dropping product lines, etc.) or if lemonade is not a possibility, reduce the potential
lost of competitive advantage, market share, profits, etc. when the change is clearly a

negative for the firm.
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e Improvements in the firm’s capabilities in other areas of the interface between strategic
management decision making and deriving maximum benefit (or minimum damage) for
strategic inflection points.

Conclusion

Much of what we do in management is about maximizing results from the situation a firm
finds itself in and/or strategizing to increase competitive advantage through changes in the firm
and how it operates. Strategic management decision making techniques and skills have been
aimed at these goals. By recognizing the importance of strategic inflection points - plus
understanding how they work and how early detection can lead to better results - presents a new
path toward improved management performance. These external phenomena can present
opportunities that would otherwise not be possible, and they can also present potentially
dangerous problems for the firm. In both cases, however, timely identification of the strategic
inflection point is crucial for obtaining the best results possible. Focusing efforts on that early
detection, plus quick analysis and action once the inflection point has been identified needs to be

a top priority for top management teams everywhere.
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Abstract

Emerging multinational companies (EMNCs) present a new opportunity to further
existing knowledge on MNCs and perhaps develop theories that account for the observed
differences with classic MNCs. This study will explore the control mechanisms adopted by
EMNC:s in developed economies. Using agency theory, this study seeks to compare EMNCs
across developed economies in Europe and the degree of adaptation of control mechanisms to
local environments. It is proposed that the extent to which an element of control is strategic or
operational will determine whether an EMNCs management approach of its subsidiaries will be
adaptive or exportive. Several propositions are developed as contributions to the management
control literature.

Keywords: Emerging multinationals, emerging economies, multinational companies

(MNCs), management control, Europe, headquarters control, subsidiary performance.
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Introduction

Multinational companies (MNCs) establish subsidiaries in foreign countries and adopt
internal control systems to manage and direct their foreign operations. However, subsidiaries are
distinct organizations that face several host-specific conditions that influence how they operate
(Chang & Taylor, 1999). In addition, geographical and cultural distance adds complexities to
management of subsidiaries. MNCs use control mechanisms to ensure that subsidiaries are
aligned to strategic goals and organizational objectives (Harzing & Sorge, 2003). Examples of
control systems include performance and reporting requirements, staffing and training and
corporate culture and management information systems. Over the years, researchers have
identified that the choice, implementation and diffusion of control mechanisms is influenced by a
variety of firm-specific and contextual factors (Brenner & Ambos, 2013; Chang & Taylor, 1999;
Chow, Shields, & Wu, 1999; Egelhoff, 1984; Harzing & Sorge, 2003). These studies have
predominantly focused on MNCs from advanced economies. These are MNCs from rich
economies of North America, Europe and Japan that through foreign direct investment (FDI)
transfer technology, products and knowledge to less developed countries (called North-South
FDI) (Guillén & Garcia-Canal, 2009).

On the other hand, the last two decades has seen a rise in multinationals from emerging
economies and newly industrialized economies. These MNCs originate from countries such as
Brazil, Russia, India, China, Mexico, Taiwan, South Korea, Saudi Arabia. Their international
expansion is not limited to developing and other emerging economies but is also evident in
developed countries (South-North FDI) (Guillén & Garcia-Canal, 2009). They access
international markets via greenfield investment, joint ventures and alliances. They range in size

and are diverse in products/services they offer and industries they operate in. However, they
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seem to defy what is normally expected based on studies of developed multinational companies
(DMNC:s). On the surface, they lack the same “ownership advantages” and or administrative
heritage as DMNCs that allows for forward diffusion of practices from home to host countries
(Ramamurti, 2012). Despite being deficient in these conventional advantages, they do possess
unique capabilities that allow them to succeed internationally. For example, they have access to
cheap capital and labor, are familiar with weak institutional environments, and are able to
produce goods and services at low costs (Guillén & Garcia-Canal, 2009; Ramamurti, 2012).
Furthermore, they are not only motivated to exploit firm-specific capabilities but internationalize
to access markets and acquire strategic assets such as R&D capabilities, technological know-
how, global brands and management skills (Luo & Tung, 2007).

Emerging economies account for about 20% of global FDI flows up from 10% in the 1990s
(UNCTAD, 2016). In 2016, over 8 per cent of outward FDI came from Brazil, Russia, India,
China and South Africa up from 5 per cent in 2010 and trends indicate that FDI from emerging
economies will continue to rise (UNCTAD, 2017). Consequently, these new types of MNCs
present a new opportunity to further existing knowledge on MNCs and perhaps develop theories
that account for the observed differences with classic MNCs (Ramamurti, 2012). Much has been
studied on Western international management practices, however, the current global landscape
calls for a need to understand emerging multinational companies’ (EMNCs’) management
strategies (Thite, Wilkinson, & Shah, 2012). Studies on EMNCs, particularly those focused on
EMNCs in developed economies have been scarce with little understanding available on the
decisions that influence control mechanisms in developed economies (Sageda & Feldbauer-

Durstmdiller, 2018).
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The purpose of this study is to help fill this gap by investigating the control mechanisms
adopted by EMNC:s in developed economies. Drawing from agency theory, this study seeks to
compare EMNCs across developed economies in Europe and the degree of adaptation of control
mechanisms to local environments (Wright, Filatotchev, Hoskisson, & Peng, 2005). Harzing
and Sorge (2003) observed that even in supranational governments, control mechanisms are
influenced in ways unique to individual countries. In contrast, Sageda and Feldbauer-
Durstmiller (2018) observed that the harmonization of markets and legal standards may result on
convergence in how firms’ management practices. This may very well be the case, as the EU as
with the global market, has experienced many changes in the last decade. Thus, comparing
EMNCs across multiple developed economies in Europe may help clarify the current position.
Literature Review

External Factors

Management practices are influenced by external factors resulting from home country,
host country and industry conditions. Of these three constraints, country of origin has been
identified as the main influence of control mechanisms in MNCs (Harzing & Sorge, 2003).
Chang and Taylor (1999), observed that culture determined the type of control exerted by MNCs.
Japanese MNCs staffed top management positions with parent company nationals more than
American MNCs. In a study of Taiwan MNCs and subsidiaries, culture was found to affect the
design of control mechanisms (Chow, Shields, & Wu, 1999) and the implementation and
adaptation of management information systems (Sheu, Chae, & Yang, 2004). MNCs in
individualistic cultures favored decentralization compared to MNCs from cultures with high
uncertainty avoidance (Williams & van Triest, 2009). Furthermore, EMNCs are faced with

negative country and brand and product image (Ramachandran & Pant, 2010). Compared to
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DMNCs, EMNCs face difficulty transfering home country practices due to this negative
perception. Thite et al., (2012) noted that talent management was a major challenge for an Indian
MNC in Australia due to poor perception of employer brand.

Similarly, host country factors that affect control mechanisms include host-country
business traditions, environmental uncertainty, market conditions, legal and political
frameworks, local embededness, economic conditions and labor conditions. Studies show that
the greater the need for adaptiveness to markets the more autonomy is delegated to foreign
subsidiaries (Lin, 2014). In competitive environments, Dossi and Patelli (2008) noted that
subsidiary decisions are influenced when rewards are linked with performance management.
Host countries have different laws that govern international trade. In implementing management
information systems Sheu, Chae and Yang (2004) found that in Taiwanese MNCs, European
legal frameworks necessitated adaptation of systems to local requirements. Also, their
subsidiaries in UK were seen to adopt local employment practices (Chang, Wilkinson, &
Mellahi, 2007).

Lastly, Harzing and Sorge (2003) examined industry effects on control mechanisms. The
head of subsidiaries in automobile industry were observed to be parent country national while
host country nationals headed food and beverage firms. Also, innovativeness influences MNCs
decentralization as the nature of activities requires a greater level of autonomy for subisidiaries
(Williams & van Triest, 2009).

Firm level factors

The headquarter-subisiduary relationship is also influenced by a number of internal
factors such as size of the subsidiary, degree of ownership and international business strategies.

EMNCs subsidiaries play strategic functions of seeking assets, knowledge and technical
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knowhow which necessitates greater subsidiary autonomy (Wang, Luo, Lu, Sun, & Maksimov,
2014) . To minimize information asymmetry headquarters may resort to formalized and
centralized control mechanisms to ensure subsidiary goals are aligned with those of the
headquarters (Chang & Taylor, 1999; O'Donell, 2000). On the other hand, communication and
interaction tends to be greater when subsidiaries are highly interdependent with the headquarters
(O'Donell, 2000).

Chang and Taylor (1999) noted that MNCs’ degree of use of performance management
systems and staffing (i.e. employment of parent nationals in top subsidiary positions) control had
a positive relationship with degree of ownership. For example, greenfield investments are less
likely to resemble host-country practices compared to acquired subsidiaries HR systems
(Rosenzweig & Nohria, 1994). This is because greenfield acquisitions are more inclined to
adopt parent company practices than those that have already established methods of operation.

EMNCs pursue internationalization strategies that are motivated by a need to bolster
competitiveness. Zhang (2003) observed that Chinese MNCs in the UK adopted their host’s
employment practices. While hiring more UK nationals as managers, top management positions
were still staffed by expatriates. Lin (2014) observed that MNCs pursuing a global international
strategy exerted a tighter control, characterized by integrated and standardized structures, on
subsidiaries compared to those pursuing local responsiveness.

Furthermore, acceptance of output and behavior-based control mechanisms is facilitated
by control mechanisms that rely on intense communication and personal interactions (Brenner &
Ambos, 2013). The use of expatriates helps to legitimize these mechanisms by building trust

between subsidiary employees and the headquarters.
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Theoretical background

Agency Theory and Control

Agency theory attempts to explain the relationship between an ‘agent’ and the ‘principal’
where the agent acts on behalf of the principal (Pratt & Zeckhauser, 1985). In management, this
theory has traditionally been applied to the relationship between owners/stockholders of a firm
(principals) and managers (agents) (Fama, 1980). This relationship is also defined as a contract
where the principal delegates authority to the agent to perform a service on the principal’s behalf
(Jensen & Meckling, 1976). A reciprocal relationship ensues that involves incentives rendered to
the agent so that they may act in the best interests of the principal even where the principal may
not fully observe the agent’s action and information.

However, the agency relationship is characterized by information asymmetry (Eisenhardt,
1989; Pratt & Zeckhauser, 1985). The agents know more about their tasks than the principal and
the principal may not have enough information to verify the agent’s behavior. It assumes that
humans are boundedly rational, risk averse and concerned with maximizing their self-interest
(Eisenhardt, 1989; Fama, 1980; Jensen & Meckling, 1976). Because of this, the agent may not
act in the best interests of the principal and both parties may have different risk profiles. Even
when acting dutifully and honestly and facing limitations of bounded rationality, agents may be
limited in making perfect judgements and acting appropriately (Hendry, 2002).

This leads to the agency problem which arises from a) the conflicting goals of the
principal and agent and b) the difficulty in monitoring the agent’s behavior. As a result, the
principal incurs agency costs aimed at monitoring and controlling the agent (Pratt & Zeckhauser,
1985). Examples of such costs include the agent’s investment of firm resources in projects that

may not maximize shareholder value, or incentives given to agents to ensure that they act in the
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best interests of the principal (Jensen & Meckling, 1976; Pratt & Zeckhauser, 1985). Thus, the
goal of the principal is to structure the relationship such that these costs are minimized (Pratt &
Zeckhauser, 1985).

Researchers have identified mechanisms that principals use to control agents and
minimize these costs. Traditional conceptualizations of control include behavioral, output and
cultural (Eisenhardt, 1989; Ouchi & Maguire, 1975). Behavioral control involves monitoring the
behavior of the agent. Output control involves measuring outcomes to align the actions of the
agent with the goals of the principals. Cultural control entails socialization of agents to achieve
congruence in values and interests (Eisenhardt, 1989; Jaegar, 1983; Ouchi, 1975, 1979).

Control in MNCs

Extending the classical agency theory to management, the headquarters of a
Multinational Company (MNC) takes the position of “principal” and its subsidiary as “agent”.
The parent company invests funds and resources on the subsidiary and the subsidiary is expected
to operate in the interests of the parent company. However, parent company and subsidiaries may
not share the same goals (Nohria & Ghoshal, 1994). MNCs have subsidiaries operating in
different countries and may likely be headed by individuals from those countries. The legal,
political, cultural and language differences of operating environments and managers values and
attitudes gives rise to differing interests between the headquarters and subsidiaries. Cultural and
geographic distance creates uncertainty about subsidiary’s decisions (Chang & Taylor, 1999;
O'Donell, 2000). In addition, a greater level of resource ownership by a subsidiary may result in
more independence and therefore higher agency costs (Nohria & Ghoshal, 1994).

In MNCs, a key internationalization concern is managing global integration while

adapting to national conditions (Bartlett & Ghoshal, 1987). However, internationalization is a
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source of informational asymmetries and significant risks (Filatotchev, Jackson, & Nakajima,
2013; Gammeltoft, Filatotchev, & Hobdari, 2012) Coordination and control entails minimizing
these disadvantages and integrating divergent interests such that the subsidiaries act to achieve
the overall goal of the organization (Cray, 1984). Control is the process by which the parent
company exercises power and authority over the subsidiary to bring about the desired outcome,
and coordination is the process by which different task units are organized for them to work
effectively (Cray, 1984). These two processes serve to manage the need for subsidiaries to be
flexible in their host environments while minimizing conflict and overlap within the firm.
Within the MNC, outputs controls are based on valid and quantifiable measures which act
as monitoring and evaluation tools (Ouchi, 1975). Output controls require little managerial
intervention as they are based on verifiable evidence (Gencturk & Aulakh, 1995; Ouchi, 1979).
While they require less resources compared to behavioral controls, they are less flexible to
subsidiary-specific control needs (Ouchi, 1979). They are typically associated with incentives
and may be in the form or performance management contracts, bonus and profit-sharing plans
and commissions. Process controls are mechanisms that define how employees should behave
and the processes they must engage in (Turner & Makhija, 2006). They require more managerial
intervention as they involve direct, personal surveillance to guide and direct subordinates (Ouchi
& Maguire, 1975; Ouchi 1979). Thus, process controls require much time and effort by
headquarters in the management of foreign subsidiaries (Gencturk & Aulakh, 1995). With,
cultural controls, an employee learns to become a part of the value system that implicitly governs
the organization (Jaeger, 1983). Cultural control can be formal or informal and is facilitated by
processes such as staffing top subsidiary positions with expatriates, mentoring, rotation of

managers, management training and networking. Though, independent of each other, MNCs use
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a combination of controls to achieve desired goals (Brenner & Ambos, 2013; Ouchi, 1975,
1979).
Research Hypotheses

Based on the literature review and theoretical background, MNCs will adopt control
mechanisms based on a number of influencing factors. Evidence suggests that there are notable
differences in management practices between EMNCs and DMNCs. Due to their superior
management practices DMNCs can transfer these practices to their target countries. On the other
hand, EMNCs are doubly disadvantaged by the “liability of foreignness” and “liability of origin”
(Ramachandran & Pant, 2010). The former are costs associated with doing business abroad
borne by all MNCs, but the latter are institutional constraints that impact how EMNCs are
perceived in their target countries (Luo & Tung, 2007). Similarly, EMNCs have their unique
approach to managing their foreign operations based on a set of internal factors such as strategy,
leadership, organization culture and interdependence of subsidiaries. Intuitively, the need to
manage integration and differentiation will not have a universal effect on control mechanisms in
EMNCs (Bartlett & Ghoshal, 1987). The tension between adapting to local environments and
maintaining control over subsidiaries forces the EMNCs to develop ‘customized’ control
mechanisms. Infact, Guillén and Garcia-Canal (2009) noted that unlike DMNCs, EMNCs are not
encumbered by administrative heritage and thus have the flexibility to be innovative with their
organization forms. From an agency theory perspective, this creates a stronger need to enhance
information flow, minimize uncertainty and ensure that subsidiaries conform to strategic goals of
the parent company.

The scant research conducted on EMNCs in developed countries indicate that control

mechanisms are not fully adaptive to local environments. EMNCs pursue experiential learning to
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overcome liability of foreignness and their late comer disadvantage (Cuervo-Cazurra, Maloney,
& Manrakhan, 2007), and adopt ‘best management practice’ as a means of gaining competitive
advantage (Fan, Zhang, & Zhu, 2013; Bartlett & Ghoshal, 1987). As a result, subsidiaries play a
significant role of channeling knowledge to headquarters and tend to be fairly autonomous
(Giuliani, Gorgoni, Giinther, & Rabellotti, 2014). For instance, Thite et al. (2012) observed that
subsidiaries of an Indian MNC were decentralized while strategic decision-making was done at
the headquarter-level. Zhang (2003) found that Chinese MNCs adopted UK HRM practices as a
way of acquiring knowledge and being globally competitive. A study of EMNCs in Europe by
Giuliani et al. (2014) also supported this finding. They observed that, motivated by the need to
access host country’s technical knowledge, EMNC:s relied on subsidiary workers and personnel
exchanges as the primary means of knowledge transfer.

In reconciling the need be globally integrated and locally responsive, Fan et al., (2013)
showed that EMNCs are flexible in their control mechanisms. Their case studies of Chinese
MNCs operating in Australia revealed that though EMNCs may be unique in their internalization
processes, their human resource recruitment, and management processes differ. For example,
some EMNCs do away with outdated performance and reward systems to attract local talent,
others give more flexibility to subsidiary managers, while others retain responsibility of
recruiting senior positions in the subsidiaries at HQ level. Similarly, Chang et al., (2009)
observed that Taiwanese EMNCs in the UK adopt a mixed approach in adoption of HR practices
that reflect the pressures of home and host country factors. The headquarters is responsible for
strategic HR decisions such as workforce expansion or reduction while the subsidiary is

responsible for operational decisions such as pay appraisal and recruitment.
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Consequently, I argue that whether an element of control is strategic or operational will
determine how adaptive (polycentric) or integrative/exportive (ethnocentric) the management
approach will take (Taylor, Beechler, & Napier, 1996). Elements of management control include
planning, evaluation, decision making, information systems and human resource. Strategic
elements such as strategic planning, evaluation and decision-making will be handled at
headquarter level while operational planning and decision-making will be decentralized at
subsidiary level. Furthermore, top subsidiary positions will be staffed by expatriates but other
HR practices such as recruitment and training will be more consistent with the practices in
developed economies as an attempt to gain knowledge and legitimacy in developed economies.
(Ying Chang et al., 2007; Fan et al., 2013). We acknowledge that this may look different in
EMNC:s as each firm has its own set of unique pressures to overcome. This leads to the following
propositions:

Proposition 1: The greater the element of control mechanism is characterized as strategic,

the more likely that EMNCs will adopt an enthocentric approach to managing their

subsidiaries in developed countries.

Proposition 2: The greater the element of control mechanism is characterized as

operational, the more likely that EMNCs will adopt a polycentric approach to managing

their subsidiaries in developed countries.
Discussion
Implications for theory and practice

This paper has important implications for theory and practice. The traditional western model

of coordination and control and its lack of applicability to EMNCs raises the need to understand

how EMNCs exercise corporate control of their foreign subsidiaries (Thite et al., 2012). This
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study will attempt to shed light on the management approach that EMNCs take to manage their
foreign subsidiaries in developed economies, which also responds to calls for future research on
the influence of supranational institutions on control mechanisms (Sageda & Feldbauer-
Durstmiller, 2018; Wright et al., 2005). Knowing which elements are integrated and which ones
are adapted to local environment will be a good indicator of the relative pressures that EMNCs
must overcome and provide understanding on their overseas behaviors. For example, results may
indicate that EMNCS from similar countries have similar approaches. This may further extend
past studies on the role of country effect in control mechanisms. The results may provide
guidance to other EMNCs and HRM practitioners wishing to expand to developed countries. It
may be that EMNCs that adapt to their HR practices to local environments attract better talent or
use of expatriates promotes cohesiveness even across boundaries. How these EMNCs perform in
developed economies vis-a-vis their control mechanisms may be a source of ‘best management
practice’ for others to emulate. Finally, the rapid growth of EMNCs means that the global
environment becomes extremely competitive. DMNCs are no longer the only players in their
home countries and must fend off competition from new entrants. This means that understanding
how EMNEs operate will provide more knowledge on how best to adapt their competitive
strategies.
Limitations and Future Research

The first limitation is generalizability of findings. The study focused on developed
economies in Europe. This is because Europe presents different national contexts that may
strengthen comparability. Thus, the findings may not be generalizable to USA and Japan. Future
studies may compare EMNCs in USA, Europe and or Japan. Second, the studies do not shed

light on why EMNCs adapt their control mechanisms. Future research could examine the
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motivation behind this and investigate, for example, the role that technology has on control
mechanisms. Finally, future work could establish how control mechanisms adapt over time. It
may be that as EMNES acquire and strengthen capabilities, their control mechanisms will change
over time.
Conclusion

EMNCs present a new opportunity to further existing knowledge on MNCs and perhaps
develop theories that account for the observed differences with classic MNCs. This study will
explore the control mechanisms adopted by EMNCs in developed economies. Using agency
theory, this study seeks to compare EMNCs across developed economies in Europe and the
degree of adaptation of control mechanisms to local environments. It is proposed that the extent
to which an element of control is strategic or operational will determine whether an EMNCs
management approach of its subsidiaries will be adaptive or exportive. Several propositions are

developed as contributions to the management control literature.
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Do CEOs Actually Value Corporate Political Strategy? The Influence of CEO

Characteristics on Corporate Political Strategy

Abstract

Integrating studies on upper echelons and agency theories, | explore how CEO characteristics,
tenure in particular, impact firms” engagement in corporate political strategy (CPS). | propose
that depending on CEOs’ tenure, firms have varying interests in being politically active, and thus
have different incentives to make corporate political strategy investments. In addition, I suggest
that CEOs’ personal involvement in political activity affects their firms’ CPS investments.
CEOs’ personal involvement in politics could indicate agency problems. To explore further this
agency problem, I also examine how CEO duality moderates the relationship between CEO
characteristics and CPS. Since CEO duality implies strong CEO power, CEO duality could
intensify the agency problems in the context of CPS. Overall, consistent with my predictions, the
findings demonstrate when agency problems are more prevalent in the context of CPS

investments.

Key Words: Corporate political strategy, CEO, agency theory, upper echelons theory.



1. Introduction
Scholars have long been interested in why firms invest in corporate political strategy (CPS)
(Epstein, 1969). Campaign contributions to elections, lobbying, grassroots advocacy,
participating in trade associations are various types of CPS that firms engage in. The firms’
decision to engage in CPS has been analyzed at multiple levels of analysis. Prior research
identifies industry conditions, i.e., industry concentration, institutional context, i.e., political
ideology, political competition, as well as firm characteristics, i.e., firm size, leverage, slack
resources as antecedents of CPS (see Lawton, McGuire, & Rajwani, 2013; Lux, Crook, &
Woehr, 2011 for a review). The underlying notion behind this stream of research is that firms
allocate resources to CPS with the anticipation of generating better returns (Baron, 1995). Most
of the existing studies focus on CPS decisions as unified behavior within the firm and neglect the
firm’s internal characteristics (Rehbein & Schuler, 1999). Despite these studies have
significantly increased our understanding of firms’ investments in CPS, considerably less work
has examined whether firms’ senior executives may have different attitudes or opinions on CPS.
More recent research started exploring the CEO characteristics as antecedent of CPS (Fremeth,
Richter, & Schaufele, 2016; Greiner & Lee, 2018; Rudy & Johnson, 2016). Drawing from the
upper echelons theory (Hambrick & Mason, 1984), several studies argue that CEOs impact why
their firms engage in CPS (Rudy & Johnson, 2016). Other studies take a different approach and
articulate agency problems in the context of CPS (Cao, Fernando, Tripathy, & Upadhyay, 2018;
Fremeth et al., 2016; Ozer & Alakent, 2013). They argue that CEOs might have personal
interests in politics and this could affect whether their firms will be involved in CPS.

In this study, | contribute to the extant CPS research by investigating how CEO

characteristics, tenure in particular, impact firms’ engagement in CPS. Building from prior work,



I expect that CEOs with different tenure influence their firms’ investments in CPS in a different
manner. I also examine how CEOs personal involvement in political activity affects their firms’
CPS. CEOs’ political involvement could indicate agency problems. Politically active CEOs may
accrue personal benefits from their involvement in politics and this may encourage them to
engage their firms in CPS. Yet, firms may not benefit from CPS as it is difficult to directly
demonstrate causal linkages between CPS and firm outcomes (Hadani, Dahan, & Doh, 2015).
Shareholders may view CEOs’ political involvement as an opportunistic behavior. Consequently,
CEOs’ political involvement could increase agency costs. To explore further this agency
problem, | examine how CEO duality moderates the relationship between CEO tenure and CPS
as well as CEO political involvement and CPS. Since CEO duality implies strong CEO power,
CEO duality could intensify the agency problems in the context of CPS. Powerful CEOs may be
more inclined to engage in political activity and shape their firms’ CPS in accordance with their
own political activity. In doing so, this study demonstrates when agency problems are more
prevalent in the context of CPS.

This study makes four important contributions to the CPS literature. First, | offer a
framework that integrates upper echelons and agency theory in CPS research, and extend the
seemingly contradictory arguments on the role of CEOs in the pursuit of CPS. Previous literature
has presumed that these two perspectives are mutually exclusive. By integrating these two
perspectives, | illustrate how various motivations for CEOs to engage in CPS may co-exist.
Second, | contribute to the literature on CPS by examining when CEOs influence their firms’
CPS. By considering the role of CEO tenure in shaping their firms’ engagement in CPS, | extend
the antecedents of CPS literature, which focuses on firms’ motivations for CPS. Third, by

studying CEOs’ political involvement, | demonstrate why some firms are more actively engaged



in CPS. While prior studies on CPS offer highly insightful explanations for why firms opt to
engage in CPS, a few studies consider the management of CPS from the perspective of CEOs.
Fourth, I advance the CPS literature by incorporating CEO duality as a moderating effect on the
relationship between CEO characteristics and CPS. This offers a new insight that powerful CEOs
with dual positions are more likely to differ in how they perceive CPS and respond to their firms’
CPS decisions. Taken together, this study provides further analysis of agency problems in regard

to CPS.

2. Literature Review
CPS, defined as firms’ deliberate attempts to shape public policy in a favorable way to
themselves (Baysinger, 1984), has been recognized in different fields such as political science,
sociology, economics, finance, and strategic management (Hadani, Bonardi, & Dahan, 2016).
Studies from these fields have been trying to understand why firms engage in CPS.
Theoretically, early scholarly work on CPS proposes that firms can gain benefits from CPS.
When utilized strategically, CPS is expected to produce public policy outcomes that help firms’
continued economic survival and success (Baysinger, 1984; Ozer & Lee, 2009). Firms can
achieve a number of objectives through CPS such as to bolster their economic positions, to
hinder their domestic and foreign competitors’ progress and competition, and to voice their
opinions in government affairs (Hillman & Hitt, 1999; Keim & Zeithaml, 1986).

However, empirical work on the effectiveness of CPS has been inconclusive. Several
studies find support for positive firm outcomes of CPS (Alakent & Ozer, 2014; Bonardi,
Halburn, & Vanden Bergh, 2006; Ridge, Ingram, & Hill, 2017; Shaffer, Quasney, & Grimm,

2000). Other work suggests firms may be unable to accrue benefits from CPS and CPS even can



be detrimental to firm outcomes (Aggarwal, Meschke, & Wang, 2012; Hadani & Schuler, 2013).
Thus, scholars started to question whether firms truly achieve their financial objectives while
pursuing CPS (Hadani & Schuler, 2013).

More recent work on CPS started to question the impact of CPS on firm outcomes and
suggested firms may engage in CPS for a different reason: the CEO. Rudy and Johnson (2016)
argue that a firm will invest in CPS because the CEO has the discretion to control such
investment and the CEO has the greatest organizational power to influence those investments.
Drawing on upper echelons theory which suggest that organizational outcomes can be viewed as
reflections of senior executives’ values and cognitive perspectives of their environment
(Hambrick & Mason, 1984), Rudy and Johnson (2016) propose that CEO characteristics such as
tenure, age, functional background, etc. influence their interpretation of the external environment
and make them to be more aware of their firms’ nonmarket environment and thereby to engage
in CPS. Prior CPS work following on the upper echelons theory implies that CEOs aim to serve
their firms to the best of their ability and make rational CPS decisions for the best firm outcomes
as they believe CPS benefits their firm (Ozer, 2010). Yet, a number of scholars express
skepticism over effectiveness of CPS and suggest that CEOs may support CPS not because CPS
benefits their firm, but it helps their personal agenda (Fremeth, et al., 2016; Greiner & Lee, 2018;
Hadani & Schuler, 2013). Hadani and Schuler (2013) suggest that CPS might signal agency
problems to the extent that personal managerial motives could drive CPS. Other scholars note
that CPS may benefit CEOs such as increased executive pay (Arlen & Weiss, 1995; Yu & Yu,
2011), personal prestige (Hart, 2004), and social capital (Reich, 2010). Taken together, these
studies suggest that agency problems could occur between executives and owners as executives

may have preferences or priorities to engage in CPS and those may not provide direct benefits to



firms. So the question becomes what factors will lead CEOs to engage in CPS and when will
they behave in a more opportunistic behavior? In other words, when will agency problems in the
case of CPS be more salient? My primary argument is that certain CEO characteristics influence
firms’ engagement in CPS and they will also create contingencies in which agency problems will

be more salient.

3. Hypothesis Development

3.1. CEO Tenure

Although several CEO characteristics could affect a firm’s commitment to CPS, | propose that
CEO tenure is particularly important. CEO tenure is one of the most commonly explored trait in
the upper echelons literature. According to the upper echelons theory (Hambrick & Mason,
1984), CEOs’ actions are defined by their understanding of the strategic situations they
encounter. Their tenure significantly shapes this understanding as well as their skills, knowledge,
and cognition orientation (Barker & Mueller, 2002). Following this perspective, a significant
body of research relates CEO tenure to firm strategy (Barker & Mueller, 2002; Herrman & Datta,
2006; Hou, Priem, & Goranova, 2017). The prior literature finds CEO tenure to be related to a
variety of important firm outcomes such as firm performance, risk taking, strategic change,
innovation, investment strategies, etc. (Barker & Mueller, 2002; Boeker, 1997; Henderson,
Miller, & Hambrick, 2006; Simsek, 2007). Hambrick and Fukutomi (1991) suggest that CEOs
have different “seasons” of tenure and they learn as their tenure increases. In early stages of
tenure, CEOs lack internal and external networks, experiences, and knowledge about their firms
and industries (Wu et al, 2005, therefore they try to expand and refine their skill sets. In later

stages, they gain more experience, build and capitalize on their social capital, become familiar



with the decision process, and develop deep knowledge about their jobs, firms, and environments
(Herrmann & Datta, 2006).

Research on CPS suggests that CPS could provide firms with long-term benefits such as
securing government contracts (Blumentritt, 2003; Hadani, Munshi, & Clark, 2017), minimized
tax and regulatory burdens (Hillman, Zarkhoodi, & Bierman, 1999; Richter, Samphantharak, &
Timmons, 2009), and government bailout (Faccio, Masulis, & McConnell, 2006). | suggest that
CEOs adjust their firms’ CPS strategies over their tenure. | argue that in their early tenure, CEOs
have less incentives to promote CPS because they may not be familiar with how CPS affects
their firm performance due to inherent uncertainty involved during policy making process
(Hadani et al., 2016). CEOs with long-term tenure are more likely to recognize the long-term
benefits of CPS to their firms (Rudy & Johnson, 2016). Due to their greater experience within
the firm, these CEQOs are more inclined to grasp the strategic advantages of CPS for their firms.
Hence, while CEOs with short-term tenure will have a limited ability to pursue CPS, CEOs with
long-term tenure will commit more resources to CPS as they will have greater experience and
knowledge about the long-term benefits of CPS for their firms. Accordingly, | expect CEOs with

long-term tenure to be more motivated to engage in CPS.

Hypothesis 1: There is a positive relationship between CEO tenure and CPS.

3.2. CEQO’s Personal Involvement in CPS
A key point in analyzing CEOs’ personal involvement in CPS is that CEOs might pursue CPS
due to personal reasons and this creates agency problems between CEOs and owners of the firm.

CEQ’s personal involvement in CPS may indicate that CEO pursues self-serving interests and



engage in opportunistic behaviors through CPS. Fremeth et al. (2013) find that when individuals
become the CEO of a firm, they significantly increase their political campaign contributions.
Following the agency theory logic, | propose that the reason for firms’ engagement in CPS could
be that CEOs inject their personal preferences of political activity into corporate policies.

In recent years, a few studies indicate that CEO’s political involvement is an indicator of
agency problems. For example, Bebchuk and Jackson (2010) point out that the interests of senior
executives in political spending may diverge from those of shareholders as political spending
decisions could be a product of executives’ own political preferences and beliefs. Aggarwal et
al. (2012) find that CPS indicates conflict between shareholders and senior executives. By
examining management entrenchment as a possible explanation for corporate lobbying, Mathur,
Singh, Thompson, and Nejadmalayeri (2013) demonstrate that firms with more entrenched
management have a greater tendency to engage in lobbying to further their own interests. Other
studies note that senior executives personally could benefit from CPS. For instance, Gupta and
Swenson (2003) find that individual senior executives’ election campaign contributions (PACs)
positively affect their firms’ tax benefits. They also find that senior executives whose
compensation includes earnings-based bonuses and significant stock ownership make larger PAC
contributions to tax-writing members of Congress. Gordon, Hafer, and Landa (2007) suggest that
senior executives’ compensation tends to be influenced by their firms’ performance as well as
actions of government officials, therefore they are motivated by their interests and belief that
their political contributions to elections have the potential to change the outcomes that influence
them. Thus, I posit that CEO’s personal involvement in political activity will be positively

associated with the firm’s engagement in CPS.



Hypothesis 2: There is a positive relationship between CEQ’s personal involvement in political

activity and CPS.

3.3. CEO Duality
CEO duality, CEO as serving as board chair, is one of the most widely studied corporate
governance practices (Dalton, Hitt, Certo, & Dalton, 2007). Prior research points out that CEO
duality reflects the extent of board oversight and CEO power (Finkelstein & D’Aveni, 1994). In
the context of CEO duality, agency theory suggests that boards should be independent from
management to prevent managerial entrenchment (Krause, Semadeni, & Cannella, 2014). Since,
CEO duality inherently conflicts with this suggestion, agency theorists believe that CEO duality
negatively affects firm performance (Duru, Iyengar, & Zampelli, 2016; Finkelstein & D’ Aveni,
1994). CEO is likely to use their board chair role to entrench themselves against accountability
(Finkelstein & D’Aveni, 1994).

| expect that CEO duality negatively moderates the positive relationship between CEO
tenure and CPS. | contend that powerful CEO positions are not always beneficial for investments
in CPS. Longer tenured CEOs will have more power over their boards. As CEOs’ tenure
increases, CEOs can acquire managerial expertise, develop close relationships with board of
directors, and gain considerable influence over the board (Shen, 2003). These CEOs can also
gain more power when they hold chairmanship positions in the board. Longer tenured CEOs may
exhibit different proclivity to invest in CPS when they are also the chair of the board. Taking
advantage of their increased power, they may have less tendency to make an investment in CPS.
These CEOs might be reluctant to invest in CPS. CPS is a risky strategy, cause-effect relations

are ambiguous, can reduce firm performance in the near term or postpone payoffs (if any) in the



long term. Since CPS is a long-term investment with uncertain outcomes, these powerful CEOs
with long-term tenure and duality may not take risks which could severely affect firm
performance. These CEOs may prefer stability and efficiency (Barker and Mueller, 2002). Their
accumulated power enables them to pursue their interest opportunistically. As a result, longer
tenured CEOs with duality can reduce their firms’ investments in CPS. Taken together, this

suggests the following hypothesis:

Hypothesis 3: The positive relationship between CEO tenure and CPS is weaker for firms with

CEO duality.

In the context of CEO’s personal involvement in CPS, | propose that CEO duality
exacerbates agency problems vis-a-vis CPS. The more powerful the CEO is, the more CEO will
engage in CPS due to agency problems. CEO duality magnifies managerial opportunism when
CEOs personally invest in political action. | posit that CEO duality offers CEOs an opportunity
to extract private benefits by misallocating firm resources to CPS. CEO duality provides an
environment in which CEO can engage in managerial actions that deviate from shareholders’
interests (Aktas, Andreou, Karasamani, & Philip, 2019). CEO duality gives CEOs more room to
act in their own self-interest at the expense of shareholders (Barker and Mueller, 2002). With this
stronger power, CEOs may more easily pursue their own personal agenda. CEO duality is more
likely to allow the CEO to seek their personal interests in CPS. The adverse effect of CEO
duality on CPS is more prevalent in firms that are potentially exposed to agency problems,
particularly in the presence of CEO’s personal involvement in CPS. CEO duality exacerbates this

problem and leads to increased CPS. Accordingly, | hypothesize the following:
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Hypothesis 4: The positive relationship between CEO'’s personal involvement in CPS and CPS is

stronger for firms with CEO duality.

4. Methods

4.1. Data and Sample

The empirical setting for this study is the U.S. pharmaceutical industry from 2000 to 2010. The
pharmaceutical industry has been among the top spenders in lobbying expenditures. I collected
data from a variety of sources. First, | identified the pharmaceutical firms from COMPUSTAT
database. To collect information on firms’ corporate political strategies, I used the Center for
Responsive Politics database, which provides a public access to firms’ lobbying expenditures

and campaign contributions (www.opensecrets.org). Then, information on CEO characteristics

was retrieved from the ExecuComp database. The final sample includes 416 firms with 2,673

firm-year observations.

4.2. Measures

Dependent Variable

Corporate political strategy: | measure corporate political strategy by the natural logarithm of
the total expenditures of the firm’s lobbying activities and political action committee
contributions in a given year. Consistent with prior research on CPS, | focus on these two most
prominent measures of CPS (Hadani et al., 2015; Lux et al., 2011; Mathur & Singh, 2011,

Schuler, Rehbein, & Cramer, 2002).
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Independent Variables

CEO Tenure. CEO tenure is measured as the number of years a CEO has held the office.
CEQ’s Personal Involvement in CPS. Following prior studies (Fremeth et al., 2016; Gupta &
Swenson, 2003), CEO’s personal involvement in CPS is measured as the dollar amount of
campaign contributions to particular candidates or parties made by CEOs.

CEO Duality. CEO duality is measured as a dummy variable taking the value of 1 if the CEO

also serves as the board chairman, and O otherwise.

Control Variables

In addition, a number of control variables are included. First, | control for firm size as prior
research has shown that firm size affects CPS. Firm size was measured by using the natural
logarithm of the number of employees. Second, | control for book-to-market value measured as
the ratio of a firm’s book value to the equity market value. Capital intensity is measured by the
ratio of capital expenditures to total sales. I also include two measures of organizational slack
which are the ratio of working capital to total assets and the ratio of common equity to long-term
debt. Prior CPS is the natural logarithm of the total expenditures of the firm’s lobbying activities
and political action committee contributions in the previous year. Lastly, | included year

dummies to control for differences in CPS across time.

4.3. Analysis

Previous empirical studies on CPS note a methodological issue, which is the large number of

observations in which firms invest zero dollars in CPS (Aggarwal et al., 2012; Gordon et al.,
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2007). Following previous studies, | approach this methodological concern by employing Tobit

estimation. Tobit analysis captures and controls for both politically active and inactive firms.

5. Results
Table 1 displays descriptive statistics and correlation matrix for all variables. Table 2 includes
the results of Tobit regression models of CEO characteristics on CPS. H1 predicts that CEO
tenure is positively associated with CPS. The results in model 2 provide support for this
hypothesis (p<0.05), as such CEOs with long-term tenure are more motivated to engage in CPS.
H2 proposes a positive relationship between CEO’s personal involvement in political activity
and the firm’s engagement in CPS. Consistent with H2, as shown in model 2, the results show a
positive and statistically significant relationship (p<0.01). The moderating effects of CEO
duality is displayed in model 3 and 4 respectively. The interaction between CEO tenure and CEO
duality is negative and significant (p<0.05). This result supports H3, indicating that longer
tenured CEOs with duality can reduce their firms’ investments in CPS. The interaction between
CEO’s personal involvement in CPS and CEO duality is not statistically significant. Thus, H4 is
not supported.

[INSERT TABLE 1 HERE]

[INSERT TABLE 2 HERE]

6. Discussion
In this paper, I explore how CEO characteristics influence their firms’ engagement in CPS. The
findings of this study suggest that CEO tenure and CEOs personal involvement in politics affect

firms’ pursuit of CPS. By doing so, this study addresses CEO-level antecedents of CPS from the
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upper echelons theory perspective. Specifically, I indicate that firms differ in why they invest in
CPS due to their CEOs’ characteristics. I also demonstrate that CEO duality moderates the
relationship between CEO tenure and CPS. This suggests that CEO duality provides a context for
CPS in which agency problems may occur. Thus, this study offers a framework that integrates
upper echelons and agency theory in CPS research.

This study makes several contributions for CPS research. First, this study contributes to
research on the role of CEOs in CPS. From upper echelons theory perspective, existing CPS
research focuses on whether CPS decisions are influenced by CEOs (Fremeth et al., 2013; Hart,
2004; Rudy & Johnson, 2016). By considering the role of CEOs in CPS decisions, this research
stream highlights the importance of CEOs within the firm and their influence on the long-term
success of the firm. Another stream of CPS research examines the role of CEOs in CPS from
agency theory perspective (Cao et al., 2018; Hadani et al., 2015; Mathur et al., 2013). The
underlying premise of this research is that the interests of CEOs and shareholders may diverge
with respect to CPS decisions and firms’ investments in CPS may be a result of CEOs’ own
political preferences and beliefs (Bebchuk & Jackson, 2010). This paper fills a gap by integrating
upper echelons and agency theory in CPS research and illustrates how various motivations for
CEOs to engage in CPS may co-exist.

Second, this article contributes to the literature on CPS by examining when CEOs
influence their firms’ CPS. To understand how CEOs shape their firms’ CPS, I examine CEO
tenure as an important mechanism for firms’ engagement in CPS. Consistent with prior research
(Rudy & Johnson, 2016), I suggest that firms engage in CPS as a result of certain CEO
characteristics, CEO tenure in this case. Thus, | extend the CPS literature by showing how CEO

tenure affects firms’ investment decisions on CPS.
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Third, this study deepens our understanding of why some firms are more actively
engaged in CPS by studying CEOs’ political involvement. Prior studies on CPS offer highly
insightful explanations for why firms opt to engage in CPS (Lux et al., 2011; Mathur & Singh,
2011), a few studies consider the motivation for CPS from the perspective of CEOs personal
interests. This study proposes that CEOs’ personal involvement in politics could indicate agency
problems. Politically active CEOs may accrue personal benefits from their involvement in
politics and this may encourage them to press their firms to invest in CPS more actively.
Nevertheless, firms may not benefit from CPS since it is difficult to directly demonstrate causal
linkages between CPS and firm outcomes (Hadani et al., 2015). As such, shareholders may view
CEOs’ personal involvement in politics as an opportunistic behavior. Consequently, CEOs’
personal involvement in CPS could increase agency costs. This study extends this research
stream and highlights the effects of CEOs’ personal involvement in politics on their firms’
investments in CPS.

Fourth, this study advances the agency theory perspective on CPS by incorporating CEO
duality as a moderating effect on the relationship between CEO characteristics and CPS. With
duality which bestows stronger power on CEOs, CEOs may more easily pursue their own
personal agenda for CPS. Hence, this study offers a new insight that powerful CEOs with dual
positions are more likely to differ in how they perceive CPS and respond to their firms’ CPS
decisions. Taken together, this study provides further analysis of agency problems in regard to
CPS.

| recognize that this study has some limitations. While this study focuses on CEO tenure
as one of the CEO characteristics impacting firms’ CPS investments, future research could also

examine how other CEO characteristics such as education, functional background, and age may
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affect firms” engagement in CPS. Second, | examine the theoretical framework in the context of
the biotechnology industry. It might be interesting to study this framework in other sectors such
as consumer electronics in which firms are increasingly becoming politically active in recent

years (https://www.opensecrets.org/). Future research could also explore how CEO -top

management team interaction may influence CPS decisions. Extending the present study to
explore CEO-top management team interaction seems to be a promising area to study further
agency theory implications in the context of CPS. Finally, in this study, | examine the
moderating effects of CEO duality, yet, there might be other moderating variables such as CEO
compensation, CEO- board relations, etc. to be considered to explore the relationship between

CEO characteristics and CPS investments for future research.
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Table 1 Descriptive Statistics and Correlations

Variable Mean Std.Dev. (1) (2) (3) 4) (5) (6) (7 (8) 9) (10)
1) CPS 3.21 5.82 1.00

2) CEO tenure 79 335 0.11* 1.00

3) CEO-political 75.81 799.12 0.18* 0.16* 1.00

4) CEO duality .08 .27 0.10* 0.48* 0.25* 1.00

5) Firm size -.48 2.74 0.54* 0.14* 0.12* 0.16* 1.00

6) Book-to-market .84 209.01 0.02 0.00 0.00 0.01 0.02 1.00

7) Capital intensity 3.28 130.67 -0.01 -0.01 -0.00 -0.02 -0.08* -0.00 1.00

8) Org. slackl -5.42 373.89 0.01 0.02 0.00 0.02 0.03 0.00 0.00 1.00

9) Org. slack2 447.55 584297 -0.02 0.01 -0.01  0.02 -0.03  0.00 -0.00 0.01 1.00

10) Prior CPS 3.11 576 0.63* 0.12* 0.11* 0.09* 0.53* 0.01 -0.01  0.01 -0.01  1.00

* shows significance at the .01 level
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Table 2 Tobit Regression Results

@ ) ®) (4)
Firm size 2.251*** 2.485*** 2.474%** 2.485%**
(0.130) (0.151) (0.150) (0.151)
Book-to-market 0.011* 0.010* 0.010* 0.010*
(0.006) (0.006) (0.006) (0.006)
Capital intensity -1.690 -3.786** -3.763** -3.786**
(1.048) (1.844) (1.845) (1.844)
Org. slackl 0.358 6.188*** 6.140*** 6.189***
(0.552) (1.392) (1.391) (1.393)
Org. slack2 0.000 0.000 0.000 0.000
(0.000) (0.000) (0.000) (0.000)
Prior CPS 0.843*** 0.796*** 0.792*** 0.796%**
(0.042) (0.041) (0.041) (0.041)
CEO tenure 0.124** 0.230*** 0.124*
(0.062) (0.078) (0.064)
CEO-political 0.001*** 0.001*** 0.001
(0.000) (0.000) (0.000)
CEO duality -1.916** -0.732 -1.912**
(0.831) (0.987) (0.868)
CEO tenure X -0.291**
CEO duality (0.133)
CEO-political X -0.000
CEO duality (0.000)
Constant -1.797** -3.097%** -3.040%** -3.097%**
(0.905) (1.046) (1.045) (1.046)
Obs. 2801 2673 2673 2673
Pseudo R? 0.151 0.153 0.154 0.153

Standard errors are in parenthesis. Year dummies are included but not reported.
*** p<0.01, ** p<0.05, * p<0.1
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Abstract

This study investigates several drivers of crisis readiness, including market turbulence,
innovative capacity, perceived likelihood of a crisis (PLC), and firm size. Results from a PLS-
SEM assessment of 284 managers in the United States suggest that market turbulence drives
PLC, innovative capacity, and crisis readiness. Managers who anticipated a potential crisis in
their organizations (i.e., high PLC) also reported higher levels of crisis readiness. Managers in
SMEs were more likely to expect a crisis in their organizations, but less prepared to address one

when it strikes. Managers in innovative firms also exhibited a higher crisis readiness.

Keywords: Crisis management, crisis readiness, innovation, market turbulence, SME, PLS-SEM.
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Introduction

A crisis is an unpredictable event that directly threatens an organization. Examples
include labor disputes, natural disasters, cyber-crime, product recalls, and substantial litigation
linked to workplace discrimination and sexual harassment. Avoiding all crises is not possible,
but effective crisis leadership can help organizations prevent some occurrences and mitigate the
negative impacts of others (Bundy et al., 2017; Coombs & Holladay, 2006). Crisis leadership
begins with developing crisis readiness in the firm before a crisis strikes (Bhaduri, 2019; Bowers,
Hall, & Srinivasan, 2017; Crandall, Parnell, & Spillan, 2013; Gallagher, 2017).

Crisis readiness is an essential organizational capability rooted in the behavioral theory of
the firm, which emphasizes imperfect information, bounded rationality, and the need for
managers to prepare for uncertain environments (Cyert & March, 1963; Ji-Yub, Jerayr, &
Finkelstein, 2011; Liu et al., 2015). Many managers fail to promote crisis readiness in their firms
in part because of a cognitive fallacy that posits, “it won’t happen to me” (Caponecchia, 2010).
Behavioral economists examine why managers make less-than-rational decisions and have
helped explain why this cognitive error permeates many organizations.

Following the behavioral economics perspective, Parnell & Crandall (2017) identified
optimism bias, visualization, and inertia as (negative) drivers of crisis preparedness. The
optimism bias (also called the “positivity illusion” (Ariely, 2009), encompasses a tendency to
overestimate the probability of a positive event and underestimate the probability of a negative
event (Weinstein, 1980). Visualization refers to the cognitive ability “see” the consequences of a
crisis before it strikes. Managers are more likely to prepare for crises they can visualize. Inertia

engenders a tendency to favor the status quo and hence, can lull managers into thinking a crisis is
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unlikely. Inertia can create a false sense of security if managers cannot easily visualize the
effects of a potential crisis. It also explains why crisis readiness is low in some organizations.

How a manager perceives the external environment and the internal capabilities of the
firm can influence a firm’s crisis readiness. For example, market turbulence reflects the
complexity of environmental change. The innovative capacity of the firm demonstrates the
organization's ability to react to those market forces. Perceived likelihood of a crisis reflects the
extent to which managers are concerned about possible calamities. A firm’s size can also
influence its ability to respond to changes in the environment. This study contributes to the crisis
management literature by examining how environmental influences, organizational factors, and
perceptions about crises influence preparation.

We address two research questions: (1) How do managers’ perceptions of market
turbulence, perceived likelihood of a crisis, and innovative capacity influence crisis readiness at
their firms? (2) How does firm size influence crisis readiness?

Theoretical Background

A crisis is considered a low-probability, high impact event that can seriously affect the
day to day operations of the organization (Crandall et al., 2013; Haibing et al., 2015). Crises
have become more commonplace and diverse in recent years as technology has expanded, and
business activity has become more global (Jakubanecs, Supphellen, & Helgeson, 2018). Crisis
management scholars and practitioners seek to understand why crises occur and how they can be
prevented and managed (Piatrowski, Watt, & Armstrong, 2010). Crisis decision-making is
complex and challenging because leaders must make quick decisions amidst environments of

stress, high uncertainty, and turbulence (Boin, 2019).
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Much of the conceptual development related to crisis preparation emanates from the
seminal contributions of sociologist Charles Perrow (1984), whose work on normal accident
theory suggests that complex and tightly coupled systems trigger crisis events. Perrow argued
that complexity created an environment where accidents would become inevitable, whereas tight
coupling among departments or functions worsened the impact of the accidents. Nonetheless,
managers can take critical steps to help their organizations prepare for an impending crisis before
it occurs (Bhaduri, 2019; Spector, 2019).

Effective crisis management requires that firms act before, during, and after a potential
crisis event. Organizations should develop crisis management teams (CMTSs) and crisis
management plans (CMPs) before a calamity strikes (Hunter, Van Wassenhove, & Besiou, 2016;
Jacques, 2010). As part of this preparation, CMTs develop worst-case scenarios for potential
crises that could affect the organization. These scenarios are the basis for standard operating
procedures (SOPs) that guide organizational members as an adverse event unfolds. Moreover,
employees at all levels should be aware of their specific responsibilities for addressing a crisis in
their departments (Areiqut & Zamil, 2011).

Crisis readiness describes the posture of the firm relative to a potential crisis or category
of crises (Pearson & Mitroff, 1993). Crisis readiness is a sub-area of the broader discipline of
crisis management and includes both signal detection and the preparation/prevention phases
(Bundy et al., 2017; Pearson & Mitroff, 1993). Crisis readiness is distinguished from a
manager’s perceptions about the perceived likelihood of a crisis (PLC), the extent to which
managers are concerned about the possibility of crisis events and their potential impacts on the
organization (Pearson & Mitroff, 1993). Scales have been developed to measure crisis readiness

and PLC (Rousaki & Alcott, 2007), and more recently, crisis self-efficacy (Park & Avery, 2019).
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Organizations can modify their culture, structure, and design to prepare for and manage
crises by preventing breakdowns that can facilitate them (Greve, Palmer, & Pozner, 2010). A
firm’s culture can also lay the groundwork for a crisis if unethical behavior is generally accepted
or goes unchallenged (Bundy et al., 2017; Weick & Sutcliffe, 2006). Positive stakeholder
relationships can help firms avoid crises and mitigate their effects by increasing information
exchange and cooperation among managers across firms (Kahn, Barton, & Fellows, 2013;
Ulmer, Sellnow, & Seeger, 2011). However, empirical research supporting the role of
stakeholder relationships on crisis development is limited (Bundy et al., 2017).

Market Turbulence and Crises

Market turbulence involves frequent and less predictable changes in products, services,
technology, competitors, and customer demand within an industry (Arora, Arora, & Sivakumar,
2016). Turbulent markets are volatile, asymmetrical, and unpredictable (Wu & Nguyen, 2019;
Zehir & Balak, 2018). Turbulence raises the potential for crises but also creates opportunities for
savvy firms to outmaneuver their rivals (Liu & Wei, 2015).

Uncertainties associated with turbulent markets—perceived instability and constant
change in markets in which the firm competes (Wu & Nguyen, 2019; Zehir & Balak, 2018)—can
promote anxiety among managers (Gottlieb, Weiss, & Chapman, 2007) and ultimately, crisis
events (Coombs & Laufer, 2018; Milliken, 1987; Parnell, 2018; Watson, Finn, & Wadhwa,
2017). Managers in such environments would be expected to report higher levels of crisis
readiness.

Market turbulence creates opportunities for innovation and high firm performance

(Antoncic & Hisrich, 2001; Rodrigo-Alarcon et al., 2017), but can also impact perceptions about
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crisis risk (Coombs & Laufer, 2018; Watson et al., 2017). Amidst this backdrop, we propose the
following set of hypotheses:

H1la: Market turbulence will be positively associated with the
perceived likelihood of a crisis (PLC).

H1b: Market turbulence will be positively associated with
innovative capacity.

H1c: Market turbulence will be positively associated with crisis
readiness.

Firm Size and Perceived Likelihood of a Crisis

Small to medium-sized enterprises (SMEs) are especially vulnerable to crises. Consider
the impact of a disaster on the tourism and retail communities. Irvine and Anderson (2004) noted
how the hand-foot-and-mouth disease devastated many smaller tourism-related businesses in the
United Kingdom. Runyan (2006) examined firms along the Gulf Coast of the United States after
the 2005 onslaught of Hurricane Katrina. He found that small businesses are most vulnerable to
cash flow interruptions, are often unable to secure capital for recovery efforts, experience
problems obtaining government assistance when a crisis strikes, and suffer the most from
infrastructure problems during recovery. Doern (2016) noted that after the 2011 London riots,
small businesses were caught off-guard, and many felt a sense of personal loss and grief because
of the crisis. A common theme of these studies is an organization’s loss of control over its
environment during a crisis. This loss, along with physical loss of assets, toads to SME crisis-
related vulnerability.

Because they perceive their environments as less controllable, managers in SMEs are
often more aware of potential crises (Crandall et al., 2013; Topaloglu, Koseoglu, & Ondracek,

2013). Specifically, managers in large organizations tend to be better informed than their SME
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counterparts (Herbane, 2013; Kurschus, Sarapovas, & Pilinkiene, 2017). Managers in SMEs are
aware of these challenges and often expect crises to strike (Herbane, 2013).

H2: Managers in SMEs will report a higher level of PLC.
Perceived Likelihood of a Crisis and Crisis Readiness

Crisis concern tends to spark preparation and readiness, as managers aware of current or
prospective organizational problems are more likely to take appropriate measures to address
them. Such a link is intuitive, as some level of knowledge about a potential problem is generally
required before individuals act. Although awareness does not guarantee a positive response,
management action tends to increase when the awareness about a crisis or another concern also
rises (Bruce & Nowlin, 2011; Chew Abdullah & Khairuddin, 2013; Wong, 2019).

There are situations when crisis concern might not translate into crisis readiness, or where
enhanced crisis readiness could prompt crisis concern (Parnell, Koseoglu, & Spillan, 2010;
Rousaki & Alcott, 2007). A manager in a crisis-ready organization might report high crisis
concern because preparation can raise crisis awareness among managers who might not have
been as concerned otherwise. Nonetheless, most prior work suggests a strong link between crisis
concern and crisis preparation (Bundy et al., 2017; Crandall et al., 2013; Liu, Shankar, & Yun,
2017). Hence, we expect a positive link between PLC and crisis readiness.

H3: The perceived likelihood of a crisis will be positively
associated with crisis readiness.

Firm Size and Crisis Readiness

Crisis readiness is more challenging to develop in some organizations than in others.
Specifically, it tends to be more challenging in small organizations and when managers do not
understand how to prepare their organizations for a crisis (Crandall et al., 2013; Topaloglu et al.,

2013).
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Effective crisis planning requires firms to commit time, energy, and other resources to the
effort (Parnell, 2015). Many large organizations employ individuals responsible for crisis
planning and work with consultants to promote crisis assessment and training (Bhaduri, 2019;
Watson et al., 2017). Due to planning and resource limitations, SMEs often struggle to survive
when a crisis strikes. There is relatively less scholarly work on crisis planning in small firms,
with exceptions in crisis-prone industries such as hospitality and tourism (Herbane, 2013;
Morakabati, Page, & Fletcher, 2017; Racherla & Clark, 2009; Sawalha, Jraisat, & Al-Quduh,
2013).

SMEs often lack the information necessary to anticipate and avoid a crisis, as well as the
resources required to manage it effectively. A lack of scale places most SMEs at a relative cost
disadvantage when crisis planning is considered (Doern, 2016; Kurschus et al., 2017; Nicolau,
2015; Vouzas & Nizamidou, 2018). Hence, managers in SMEs are likely to report a greater
concern about prospective crises and a reduced level of crisis readiness.

H4: Managers in SMEs will report a lower degree of crisis
readiness.

Innovative Capacity and Crisis Readiness

Turbulent markets encourage innovation, which can increase returns in highly
competitive markets (Tsai & Yang, 2013). As a result, innovative firms often outperform their
rivals in turbulent markets (Kraus et al., 2012), but the inherent uncertainty can also make SMEs
more crisis-prone (Kurschus et al., 2017; Vargo & Seville, 2011). The strategic challenges faced
by SMEs and large firms often vary. Hence, crisis training for SMEs is not only vital but should
account for problems unique to smaller organizations.

The development of innovative capability is proactive in that firms are investing in future

performance. Developing crisis readiness is a proactive process as well (Crandall, et al., 2013).
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The antithesis to innovation is inertia, a condition where the status quo is supported.
Organizations stagnant in one area of operation, such as innovation, may also be in a state of
inertia in other areas, such as crisis readiness.

H5: Innovative capacity will be positively associated with crisis
readiness

Data and Methods

Previously validated scales were modified and employed to measure the study variables.
We included three items from the market turbulence scale developed by Jaworski and Kohli
(1993) and modified by Olson, Slater, and Hult (2005). The PLC scale was also based on their
work but modified for the current study. The firm innovativeness scale included three items
based on work by Hurley and Hult (1998), as modified by others (Augusto & Coelho, 2009;
Hult, Hurley, & Knight, 2004; Santos-Vijande & Alvarez-Gonzalez, 2007; Tang et al., 2008).
The crisis readiness scale was adapted from Rousaki and Alcott (2007).

We defined small- and medium-sized enterprises (SMES) as organizations with 10-250
employees and excluded those with fewer than ten employees. We measured SME status with a
dichotomous dummy variable (i.e., 1=SME, 2=large firm).

Data were collected via a survey administered through Cint’s online insight exchange
platform. Surveys were sent to and completed by full-time, practicing managers in the United
States; part-time managers and non-managers were excluded. From an initial population of
approximately 1,400 qualified potential respondents, 442 surveys were completed. Multiple
management levels, experiential backgrounds, industry affiliations, and organization sizes were
represented, including individuals with a wide range of organizational and management
experience (see table 1). Lower level and middle managers were included in the analysis because

they have played a greater role in recent years in both strategy formulation and execution
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(Balogun & Johnson, 2004; Raes et al., 2011). However, individuals with fewer than three years
of managerial experience or tenure with the organization were excluded because they might not

possess enough knowledge to complete the survey.

We scrutinized each response for concerns such as evidence of straightlining and
excessive missing data and eliminated problematic cases from the dataset. We also removed
responses from individuals who completed the survey in less than 2.5 seconds per question. This
conservative approach to cleaning the data eliminated 158 cases, resulting in 284 usable
responses.

Results

The hypotheses and model were assessed systematically using SmartPLS software (Hair
et al., 2019). Scales were evaluated for reliability and validity via the consistent partial least
squares (PLSc) algorithm. Table 2 depicts the factor loadings for each of the four construct
scales. Several items loaded close to, but below the 0.70 threshold. MT3 (new customers have
needs that differ from those of existing customers), PLC3 (high likelihood of a crisis associated
with facilities), and CR2 (adequate budget to manage a crisis) produced loadings of 0.637, 0.659
and 0.682. MT3 and PLC2 were retained (pending subsequent reliability and validity
assessments) to avoid two-item scales, whereas CR2 was retained because it is part of a longer,
established scale. The variance inflation factor (VIF) scores presented in table 2 were below 3.0

for all items, suggesting that collinearity was not a significant concern.
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Cronbach’s alphas exceeded 0.700 for all four scales (See table 2), thus meeting the
construct validity standard set forth by (Nunnally, 1978). We evaluated composite reliability by
examining the convergent validity of the scales. Scores for all items exceeded 0.700, which
meets the criterion set by Hair et al. (2018). The average variance explained (AVE) scores
exceeded 0.500 for all constructs, thus meeting the standards set by Ashill, Carruthers, and
Krisjanous (2005). The Fornell-Larcker matrix and hererotrait-monotrait (HTMT) output suggest
discriminant validity in all four constructs (Sleimi & Emeagwali, 2017).

The consistent bootstrapping algorithm in SmartPLS was utilized to test each hypothesis,
with the results depicted in table 4. While there was support for all hypotheses, the effect sizes
are worth noting as these indicate the impact each variable had on the R? corresponding path
variable (J. Cheah et al., 2018). Effect sizes were assessed with f2 values and interpreted
following Cohen’s benchmarks of 0.02 (small), 0.15 (moderate), and 0.35 (large) (Cohen, 1988).

H1la: Market turbulence had the greatest effect on its path variable, perceived likelihood
of crisis (PLC), with a path coefficient of .437 and an 2 value of .243. This effect size is
considered moderate using the benchmarks presented above. Hence, as perceived market
turbulence increases, so does the perceived likelihood of crisis (PLC).

H1b: Market turbulence revealed a path coefficient of .432 and an f2 value of .231 on its
path variable, innovative capacity. This effect size is considered moderate. Hence, a rise in
perceived market turbulence is associated with an increase in innovative capacity.

H1c: Market turbulence revealed a path coefficient of .253 and an f2 value of .081 on its
path variable, crisis readiness. This effect size is considered moderate. Hence, a rise in perceived

market turbulence drives an increase in crisis readiness.
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H2: Managers in small and medium-sized enterprises (SMESs) revealed a path coefficient
of .159 and an 2 value of .081 on the path variable, the perceived likelihood of crises (PLC).
However, this effect size is considered small by Cohen’s standards.

H3: PLC revealed a path coefficient of .367 and an f2 value of .191 on its path variable,
crisis readiness. This effect size is considered moderate. Hence, a rise in PLC provides an
impetus for higher crisis readiness on the part of the surveyed managers.

H4: Managers in small and medium-sized enterprises (SMESs) revealed a path coefficient
of -0.099 and an f2value of .017 on the path variable, crisis readiness. Hence, the effect is
considered non-existent because it is below the .02 limit set by Cohen (1988). Although the
hypothesis is supported statistically in that the t-statistic (2.041) is above the required 1.96
threshold, one should interpret the relevance of this result cautiously.

H5: Innovative capacity revealed a path coefficient of .254 and an 2 value of .081 on the
path variable, crisis readiness. This effect size is considered moderate. Hence, crisis readiness

increases with management perceptions of innovative capacity.

The resulting path model is depicted in figure 1. The path coefficients and the associated
p-statistics are provided on the pathways. The resulting R? values are provided within the
variable circle. Market turbulence and SME orientation account for 21.4% of the variance in
PLC, while market turbulence explains 18.8% of the variance in innovative capacity. Overall,

44.9% of the variance in crisis readiness was explained by variables included in the model.
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All the indirect effects in the model were significant. The market turbulence > innovative
capacity > crisis readiness path revealed a coefficient of .11 with a significant t-statistic of 2.223.
The market turbulence > perceived likelihood of crises > crisis readiness path revealed a slightly
higher coefficient of .161 with a significant t-statistic of 3.053. The SME > PLC > crisis
readiness path revealed a coefficient of .059 with a t-statistic of 2.381.

The predictive power of the model was assessed with R? and Q? values. Crisis readiness
produced the highest R? value (0.445), followed by PLC (0.214) and innovative capacity (0.189).
Q? values were calculated with a blindfolding test with seven iterations. Q2 values over zero
indicate the variable has predictive relevance (Sarstedt et al., 2014). Crisis readiness produced
the highest Q2 value (0.211), followed by PLC (0.096) and innovative capacity (0.088),
suggesting small predictive relevance for each of the three dependent variables.

Discussion

This study examined four variables we expected to impact crisis readiness. The
hypothesized variables—market turbulence, perceived likelihood of a crisis, innovative capacity,
and size of the organization (i.e., SME)—were found to hold valid and significant paths to crisis
readiness. These findings contribute to the growing body of empirical work and have both
theoretical and managerial implications.

Theoretical Implications

An importance-performance map analysis (IPMA) was conducted to assess the
implications of the tested model (Ringle & Sarstedt, 2016). Values in the first three columns in
table 11 represent each target construct’s importance. The importance values are calculated using
the unstandardized regression coefficients of the designated variable paths and hence, reflect the

direct and indirect effects of each latent variable on the endogenous variable, crisis readiness.
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Values in the far-right column represent each construct’s performance. The performance values
are the standardized responses to each latent variable (construct) provided by the respondents in
the study. In our study, performance represents the perceptions of the surveyed managers.
Because these values are standardized, a score ranging from 0 to 100 was applied to each
construct.

The resulting IPMA map provides the corresponding importance and performance for
each latent variable on crisis readiness (see figure 2). Market turbulence is the most important
variable in this study that influences crisis readiness (importance = 0.420). The perceived
likelihood of a crisis was the second most important variable, with an importance value of 0.255.
Innovative capacity was the third most influential variable on crisis readiness, with an
importance value of 0.242. Finally, an organization’s SME status had a relatively minor level of
importance at 0.087. In other words, SMEs place a slightly higher importance value on crisis

readiness than do non-SMEs.

Conclusions drawn from the IPMA reinforce those inferred from the path model; market
turbulence is most important, and SME status is least important when predicting crisis readiness.
The IMPA visualizes these findings and can further be subdivided into a 2x2 matrix (Ringle &
Sarstedt, 2016) with the axis lines depicting means of importance (x-value) and performance (y-
value) for the study variables. With this position, figure 2 shows an x-axis line at 0.251 and a Y-
axis line at 48.700 and presents four quadrants. All four measures lie close to the axis means,
rather than in the center-point of each quadrant. The PLC and innovative capacity constructs

hold similar positions along the upper half of the y-axis mean line. However, the SME and

14
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market turbulence variables lie at opposite ends of the x-axis mean line, with SME on the low
end and market turbulence on the high end.

Following these results, market turbulence is most closely associated with increased or
decreased crisis readiness, whereas innovative capacity and PLC are only moderately related to
crisis readiness. Being a member of an SME has a modest impact on crisis readiness when
compared to other variables in the study.

Innovative capacity appears to represent a positive managerial strategy. The collective
score of 76.997 is above the mean line and supports this observation. However, PLC, which also
had a performance score above the mean at 67.458, assessed an external phenomenon. With
regards to their importance in predicting crisis readiness, both constructs are moderately
important as their importance scores are slightly below the mean.

Figure 2 also reveals that market turbulence is the most important predictor of crisis
readiness, with an importance score of 0.420, well above the mean line of 0.251. Regarding
performance, it lies just above the mean with a score of 50.2562. However, the performance
score does not mean that management should take action. Market turbulence, like PLC, reflects
an assessment of the external environment. Figure 2 also indicates that being a member of an
SME is only slightly associated with crisis readiness. Regarding importance, it shows a score of
.0870, well below the mean.

Figure 3 provides the IPMA results with the scores for each survey question mapped on
the graph. The innovative capacity and PLC scores are tightly clustered. Both constructs show
high performance for all the survey questions; the scores depict a tight range from 0.057 (CAP1)
to 0.098 (PLC2). However, the scores for market turbulence are widely distributed. The most

apparent separation shows MT1 in the bottom right quadrant of the map, with X,y coordinates at
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0.141, 7.933. MT2 and MT3 are clustered in the top right quadrant, with close performance
scores of 70.937 for MT3 and 72.066 for MT2. Separation in terms of performance is limited,

with MT2 slightly higher than MT 3 (0.156 vs. 0.124).

Interpreting this dispersion is essential. On the surface, it may appear that MT1 and MT2
are assessing a similar item, but they are not. MT1 seems to indicate that customer preferences
are more long-standing and hence, less susceptible to change. MT2 suggests that products, not
customer preferences, are more malleable. MT3 continues along the same vein as MT2, but
distinguishes between new and existing customers. The performance scores are divergent. Still,
the importance scores are more compact, suggesting that all three are the most important
indicators in the study to be linked with changes in crisis readiness. This observation is indicated
by their positions on the right side of the graph.

Explaining exactly why market turbulence affects crisis readiness is more challenging.
Given the pathways in figure 1, market turbulence has both a direct and two indirect effects
through innovative capacity and perceived likelihood of a crisis; hence, its influence is multi-
dimensional. However, the critical commonality in the market turbulence construct is its focus
on the customer. All three survey questions begin with the customer’s perspective, inferring that
the customer drives the turbulence in the market. The notion that customers can retaliate against
businesses and create a crisis is nothing new. In the short run, customers can resort to social
media and shame a company publicly if there is a disconnect between customer expectations and

the ability of the business to deliver a product or service.
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Furthermore, customers are also external stakeholders who can create or exasperate a
crisis via social media, which can later bring in legacy media to cover an incident at the firm
(Cheng, 2018; Greyser, 2009). In the long run, customers can leave a company altogether and
vow never to return; social media provides outlets for such proclamations. Coffee giant
Starbucks has endured several publicly oriented crises in the last five years, all of which included
these elements (Coombs & Laufer, 2018).

Management Implications

1. Market turbulence increases the PLC. There are multiple explanations for this
finding. Intuitively, as customer preferences change, businesses are pressured to modify product
and service offerings. This is not always a smooth process, as forces resistant to change are
embedded in the organization as well. Indeed, the entire field of strategic management examines
why some companies fail, and others thrive as they react to market turbulence (Jauch & Kraft,
1986; Lalonde, 2004). Inevitably, crises may erupt as firms craft market responses.

Many firms are grappling with a crisis of slavery in the supply chain. This crisis occurs in
industries where supply chains cross national borders, and sourcing is often based solely on
costs. Hidden deep in these supply chains are companies that “purchase” their employees via a
labor broker who brings in migrants from other countries. Once the migrants are working, their
employers exploit them by forcing them to work off the clock or not paying them at all. Indeed,
migrants in foreign countries are relatively easy to exploit. The fast fashion industry, where
companies are pressured to offer the newest styles at the lowest cost possible, is especially prone
to this type of slavery.

2. Market turbulence increases innovative capacity. Market turbulence can be

addressed through research and development (R&D) and, ultimately, innovation. This strategy,
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though, is not just for firms in high technology. All firms must ramp up their innovative capacity
to the degree needed in their industry. The Volkswagen “diesel gate” crisis in 2015 illustrates
how a company let its innovative capacity slide in the wake of market turbulence. While other
carmakers were pursuing hybrid and alternate fuel strategies to save on oil usage requirements,
Volkswagen attempted to stretch the limits of its diesel fuel engines program. The automaker
met strict U.S. fuel requirements by using software that deceives testing stations (Coombs &
Laufer, 2018; Painter & Martins, 2017), resulting in a costly global crisis.

3. PLC promotes crisis readiness. Our model underscores a strong link between PLC
and crisis readiness. This nexus is intuitive, as the threat of a crisis should lead to preparation.
The strong link between PLC and crisis readiness reinforces the notion that management
awareness of and expectations about prospective crises drive efforts to prepare for them (Chew
Abdullah & Khairuddin, 2013; Wong, 2019). The investments required to improve crisis
readiness vary across organizations, but fundamental measures such as forming a CMT and
developing a CMP can improve readiness substantially. Although crisis readiness is more
expensive in SMEs because of reduced scale (Kurschus et al., 2017; Vargo & Seville, 2011), the
costs associated with basic crisis preparation are usually modest (Crandall et al., 2013). Indeed,
numerous courses, seminars, workshops, and books bring the field of crisis management into the
grasp of the practicing manager.

Given the link between PLC and crisis readiness, crisis training should begin with crisis
awareness, as managers who do not anticipate a crisis are less motivated to prepare for one (Ali
& Al-Aali, 2016; Nizamidou, Vouzas, & Gotzamani, 2019). Our analysis suggests that the need

for more effective crisis planning is especially acute among SMEs. Indeed, managers in SMEs
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are concerned about prospective crises and seek more preparation. While there are similarities,
the crisis challenges faced by SMEs and large firms can differ.
Conclusion, Limitations and Future Directions

Our analysis of survey responses from 284 managers in the United States reinforced the
link between PLC and crisis readiness. We also found that managers in SMEs were more likely
to expect a crisis in their organizations, but less prepared to address one when it strikes.
Managers in innovative firms exhibited a higher crisis readiness as well.

Our study has two primary limitations that should be acknowledged. First, the sample
includes working managers with various functional backgrounds, including accounting, finance,
general management, human resource management, law, marketing, production, and information
technology (see table 1). Moreover, it includes managers in various manufacturing and service
industries. Due to sample size constraints, we were not able to control or identify any prospective
influences resulting from functional backgrounds or industry membership.

We have identified several viable research directions. First, the results presented herein
are based on a sample of U.S. firms and include a limited number of constructs. Other factors
influence crisis readiness and can be evaluated in other nations (Coombs & Laufer, 2018).
Consideration of crisis self-efficacy would be helpful as well (Park & Avery, 2019).

Second, the SME links to PLC and crisis readiness were significant, but the effect sizes
were small. Additional work is necessary to identify how firm size influences crisis readiness.
Measuring firm size with revenues could provide complementary results.

Third, while this study treats PLC and crisis readiness as reflective constructs, developing
formative measures could lend additional insight. PLC assesses three broad crisis categories, not

specific crises, while crisis readiness assesses the preparation for crises in general. Reorienting
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these scales to include an array of potential crisis events could produce robust, formative
measures that could help explain the differences between SMEs and large organizations (Bundy
etal., 2017; Crandall et al., 2013). Models that include two or more formative measures or a
combination of reflective and formative measures could be assessed with higher-order models
(J.-H. Cheah et al., 2018; Van der Stede, Chow, & Lin, 2006).

Fourth, more longitudinal work on crisis readiness is needed. Because it is difficult to
predict when a crisis will strike, savvy managers build crisis readiness over the long term. Doing
so can be challenging because securing the resources required to support crisis readiness when
others in the organization do not perceive a threat can be difficult (Parnell & Crandall, 2016).

Finally, this study treats crisis readiness as a reflective construct. While our findings
support this conceptualization, developing a formative measure could lend additional insight.
Crisis readiness assesses the preparation for crises in general, not the preparation for specific
crises. Nonetheless, many crisis events are linked to industry factors and require precise planning
(Hunter et al., 2016; Vouzas & Nizamidou, 2018). A formative crisis readiness index that
includes a variety of potential crises events could produce formative measures that explain more
accurately how and why some organizations are better prepared for some crisis events but not

others (Bundy et al., 2017; Crandall et al., 2013).
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Table 1. Sample Demographics.

Variable n=284 %

Management Level

Lower 26 9.2
Middle 162 57.0
Upper 96 33.8

Functional Background

Accounting/Finance 52 18.3
General Management/HR 78 27.5
Law 8 2.8
Marketing/Sales 30 10.6
Production/Engineering 65 22.9
Information Technology 26 9.2
Other 23 8.1
(missing) 2 0.7
Gender
Male 145 51.1
Female 136 47.9
(missing) 3 1.1
Industry
Manufacturing 74 26.1
Hospitality 20 7.0
Healthcare 30 10.6
Services 100 35.2
Other 59 20.8
(missing) 1 0.4
Firm Size
Small (11-50 employees) 53 18.7
Medium (51-250 employees) 98 34.5
Large (251+ employees) 133 46.8
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Table 2. Factor Loadings and Collinearity Statistics.

Variable Loading VIF

Market Turbulence (alpha=0.792)

MT1 Customer preferences change quite a bit over time 0.771 1.849
MT2 Customers look for new products all the time 0.840 1.815
MT3 New customers have needs that differ from those 0.637 1.499

of existing customers

Perceived Likelihood of a Crisis (alpha=0.815)

PLC1 High likelihood of a crisis associated with customers 0.787 1.742
PLC2 High likelihood of a crisis associated with employees 0.865 1.947
PLC3 High likelihood of a crisis associated with facilities 0.659 1.758

Innovative Capacity (alpha=0.879)

CAP1 Innovation, backed by research, is readily accepted in 0.727 1.950
our company

CAP2 Management activity seeks innovative ideas 0.754 2.740

CAP3 Innovation is readily accepted by management 0.773 2.314

CAP4 New ideas are quickly accepted in our company 0.940 2.161

Crisis Readiness (alpha=0.914)

CR1 Accessibility to crisis management resources 0.762 1.896
CR2 Adequate budget to manage a crisis 0.682 2.366
CR3 Adequate crisis management plan (CMP) 0.748 2.439
CR4 I am well informed about crisis response resource and tools ~ 0.742 2.278
CR5 Crisis management viewed as an organizational goal 0.794 2.104
CR6 Training to manage a crisis 0.799 2.297
CR7 Rewards employees for detecting and reporting crisis signs 0.741 1.811
CR8 Key employees well informed about crisis response resource  0.766 2.262
and tools
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Table 3. Tests of Hypotheses.

Hypothesis Original Sample Std.
Sample Mean Dev. T-stat. p-value Support 2 value

Hla: Mkt. Turb. - PLC 0.437 0440 0.074 5875 0.000 Yes 0.243
H1b: Mkt. Turb. = Innov. Cap.  0.432 0.439 0.091 4.742 0.000 Yes 0.231
Hlc: Mkt. Turb. - Crisis Read. = 0.253  0.248 0.098 2580 0.010 Yes 0.081

H2: SME - PLC 0.159 0.159 0.060 2.678 0.00/ Yes 0.032
H3: PLC -> Crisis Read. 0.367 0369 0.084 4.350 0.000 Yes 0.191
H4: SME -> Crisis Read. -0.099 -0.096 0.048 2.041 0.041 Yes 0.017

H5: Innov. Cap.—> Crisis Read. 0.254 0.258 0.078 3.251 0.001 Yes 0.081
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Figure 1. Tests of Hypotheses and the Path Model
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Figure 3. IPMA Results for Indicators: Crisis Readiness.
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Abstract

We explore how the entrepreneurs’ personal network and degree of involvement in their new
venture differentially affect the firm’s ability to survive the incubation and post-incubation stages
in India and the U.S. Relying on data from the Global Entrepreneurship Monitor (GEM) dataset
to demonstrate the key contextual differences between India and U.S., we find that an
entrepreneur’s personal network helps the start-up survive both the incubation stage and the post-
incubation stage. However, the effect is significantly different for the U.S. firms than for Indian
firms during the two stages. We also find that while startups of self-employed entrepreneurs are
more likely to survive the incubation stage in India, whereas startups of entrepreneurs who are
employed full-time elsewhere are more likely to survive the incubation period and even beyond

incubation in the U.S.

Keywords: Personal Network; Degree of Involvement; Startup survival; Incubation stage; Post-

incubation stage; Comparison of India and the U.S.
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Introduction

Following Schumpeter’s (1942) thesis, scholars have explored the causal mechanisms that
drive the success and failure of new ventures (see e.g., Beaver, 1966). Subsequent research has
underscored factors such as entrepreneur’s gender, ethnic origin, management experience,
education, and age (Seshadri, 2007; Hayward, Shepherd and Griffin, 2006) affect the startup’s
survival chances. More recently, growing attention has been paid to the entrepreneurs’ personal
networks, where social capital in terms of resource, information and advice, is embedded (Hoang
and Antoncic, 2003; Klyver, K., Hindle, K., and Meyer, D., 2008; Hoang, H. and Yi, A. 2015).

Moreover, researchers have found that one of the persistent challenges faced by
entrepreneurs is surviving the incubation stage (Agarwal, Moeen, and Shah, 2017) during which
time an entrepreneur’s activities are often “chaotic, unpredictable, and unstructured” (Mugge and
Markham, 2013; p.39). Highlighting the importance of the incubation stage, Cooper &
Kleinschmidt (1988) have observed that nascent firms that survive the front end have higher
rates of success during the later stages of their venture often described as the post-incubation
stage. However, another stream of research also has found surviving longer in an incubator
would have a negative effect on post-incubation firm survival due to over-dependence on support
from incubator (Schwartz, 2012; Hytti and Maki 2007). The disagreement of scholars on survival
in incubation and post-incubation highlights the differences in entrepreneurial activity and
organizational growth between incubation and post-incubation period.

Evidence also suggests that entrepreneurial activities are critical in both a developed
economy such as the U.S. -- where small businesses have created 64% of the new jobs (United
States Small Business Administration (SBA) estimates) -- and in emerging economies such as

India-- where the entrepreneurial new ventures have been instrumental in bridging the
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“employment gap” of around 200 million (The Economic Times; Jan. 6, 2009). Literature has
also established that entrepreneurial activity varies across geographies (see e.g., Lee, Florida and
Acs, 2004). This evidence, coupled with the fact that the cultural and social norms, market
dynamics, and public policy varies across the developed and emerging economies, raises the
intriguing possibility that country specific differences in context are likely to impact an
entrepreneurial firm’s chances of surviving the incubation and post-incubation stages, thereby
motivating our research.

In this study we explore the differential impact of an entrepreneur’s strategic choices, during
the incubation and post-incubation stages on the firm’s survival between a developed economy
the and an emerging economy. We focus on these two countries because the U.S. and India—the
third and fourth largest economies in the world (in Purchasing Power Parity) -- have a vibrant
entrepreneurial culture. Recent studies have documented the causes and consequences of
entrepreneurial success in developed countries (Shane and Venkataraman, 2007; Miettinen and
Littunen, 2013). Surprisingly, however, little attention has been devoted to a comparison of the
challenges faced by entrepreneurs in these two countries during the incubation and post-
incubation stages as well as the effects of these differences on the entrepreneurial firm’s survival.
This motivates us to ask the questions — “how do the entrepreneur’s personal network and
his/her degree of involvement in the nascent firm differentially affect the survival of the firm
during the incubation and after incubation stages in the U.S. and India? Are the factors that
impact survival different between the incubation and the post-incubation stage?

To seek answers to our research questions, we define the incubation stage as the time period
when a startup entrepreneurial firm seeks expertise in developing business and marketing plans

as well as helping to fund fledgling businesses. We define the post-incubation stage as one where
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entrepreneurs turn business ideas into prototypes, and eventually into products that are sold to
the customers. We concentrate on the entrepreneur’s personal network and degree of
involvement for several reasons. First, the literature underscores that entrepreneurs strategically
utilize their personal network to improve their firm’s performance. Personal networks not only
allow entrepreneurs to access capital from angel investors and venture capitalists, but also benefit
entrepreneurs by providing them with information and advice (Hoang and Yi, 2015).

Second, the entrepreneurship literature also explores the effect of another strategic choice
variable—the founder’s degree of involvement in the early stages of the firm. We define the
degree of involvement as being self-employed (i.e., being more fully involved in the nascent
firm), being part-time employed, or being a full-time employee elsewhere (i.e., being less
involved directly with the nascent firm). Our choice of the entrepreneur’s degree of involvement
in the early stages of the firm is motivated by Reynolds (2010; p. 39), who highlighted the
strategic importance of employment for founders of nascent firms and observed that “[t]hose
with full time or part time jobs are much more likely to be involved in start-ups than those not
working.” Recent studies and anecdotal evidence (Reynolds, 2010; Petrova, 2012) suggest that
when compared to self-employed entrepreneurs, those who are part-time entrepreneurs are
unlikely to completely burn through savings “while figuring out the viability of the business”
(Fastcompany.com; Nov. 30, 2016). Not surprisingly, Business Insider (April 12, 2016) also
reported that full-time entrepreneurs risk “ruining their finances.” Despite these findings,
entrepreneurship researchers are yet to systematically investigate the impact of the degree of
involvement on the survival chances of a nascent firm during the incubation and post-incubation

stages.
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To seek an answer to our research question, we use the GEM database, which has been
instrumental in researchers’ understanding of the differences in entrepreneurial activity across
different countries (Reynolds et al., 2005). Our findings suggest that personal networks and
being a full-time employee elsewhere favors the survival of the entrepreneur’s business in the
U.S, while being self-employed favorably impacts survival in India during the incubator stage.
We also notice difference in the factors that impact survival in the post-incubation stage when
compared to the incubator stage between India and the US. Consequently, the policy choices that
are relevant in the U.S. may not to be as critical in India. Our paper also expands the burgeoning
non-Western management philosophy to explain the factors that foster entrepreneurship and
innovation in the South Asian economies.

Literature Review
New venture survival and success

Researchers acknowledge that although entrepreneurial startups are more agile than
established companies, they often lack the necessary in-house resources to bring new products
and services to the market in a profitable and scalable fashion (Furr and Kapoor, 2018). To reach
the stage of value appropriation, startups commonly require external resources including debt
financing (e.g., loans), equity financing (e.g., angel investors and venture capital), and crowd
funding (Leach & Melicher, 2014). These factors, however, vary significantly across
geographies. Entrepreneurs in India, often lack the organized sources of venture funding and
consequently rely on subsidized sources, such as the financing schemes offered by the Central
Government of India and the World Bank Group’s InfoDev, further strengthening the idea that
the chances of a nascent firm surviving the incubation and post-incubation stages is likely to vary

across countries.
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The evolution of a new venture occurs as a systemic process with three transition points -
conception, firm birth, and persistence of the firm (Reynolds, 2005). Studies exploring the
evolution of new ventures often use survival as a measure of success (Nassereddine, 2012;).
Other studies Littunen, Storhammar, and Nenonen (1998) have compared the persistent firms to
those that did not survive the critical first 3 year period.

Incubation and post-incubation stages of new entrepreneurial ventures

Khurana and Rosenthal (1998; p. 72) noted that the incubation stage, i.e., the front end of a
new venture, includes product strategy formulation and communication, opportunity
identification and assessment, idea generation, product definition, project planning, and
executive reviews. They noted that the front end is “inherently ‘fuzzy’ because it is at the
crossroads where complex information processing [and] a broad range of tacit knowledge”
meet.”

Researchers have highlighted the importance of the incubation stage for firms in the
emerging economies such as India (see e.g., Arora et al., 2001). In their investigation of the
Indian software entrepreneurs, Sonderegger and Taube (2010; pp. 387-388) observed that “many
indigenous software firms have sprouted.... over the last decade;” and highlighted that these
firms had reached the “reputation levels previously uncommon to Indian companies.” However,
it remains unclear specifically how the Indian entrepreneurs navigate the incubation stage.

In the theory of sustaining entrepreneurship the long-term survival of entrepreneurs is
important, and research has partially overlooked that fact that survival during the incubation
phase is not a guarantee to survive thereafter. According to Sutton (1984), if business owners and
managers are good at managing their businesses, then they will do well in terms of ensuring their

continuous survival of their businesses. However, Schwartz (2012) suggested that graduation
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from an incubator can sometimes negatively affect the survivability that lasts up to 3 years after
graduation.
The Role of Entrepreneurial Networking

Researchers generally envision entrepreneurial opportunity exploitation as a social process
and emphasize that the opportunity for value creation and capture relies in embeddedness within
social networks (Klyver, Kindle & Meyer, 2008) because it influences the entrepreneur’s
subjective norms (Krueger, Reilly, & Carsrud, 2000). The role of social networks in the
incubation and post-incubation stages of a new venture is critical for several reasons. First,
entrepreneurs use personal ties to venture capitalists and professional organizations as a
mechanism to seek talent new ideas and market information (Ozgen and Baron 2007; Hoang and
Yi 2015;) Next, startups also rely on networks to gain access to partners, suppliers, early
adopters, angel investors and venture capitalists to get critical information and advice--that
affect the performance of the nascent firm (Stuart, 2000; Hsu and Lim, 2013). Finally, social
capital was more indicative of startup success than intellectual property (Hayton, 2005).
Highlighting the importance of the network effect, Powell et al. 1996 (pp. 120-121) observed
that “a firm grows by being a player; it does not become a player by growing.”

Recently, growing attention has been paid to personal networks within the scope of social
network. Hoang and Gimeno (2010) suggest that personal ties to others can facilitate the process
related to starting a new business. Nicolaou and Birley (2003) argue that having strong ties
outside the university context increases the likelihood that an academic will leave to start a new
business. Klyver, Hindle, and Meyer (2008) have concluded that knowing other entrepreneurs

increases the possibility of becoming an entrepreneur.
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Scholars also underscore that interpersonal relationships within social network are media
through which one actor can gain access to a variety of resources held by other actors. A number
of recent studies find that entrepreneurs leverage their social ties to gather ideas and information
to recognize entrepreneurial opportunities (Anderson et al., 2007; Ozgen and Baron, 2007).
Finally, personal networks also provide emotional support for the risky entrepreneurial ventures
(Bruderl and Preisendorfer, 1998), which could enhance persistence to remain in the business
(Gimeno, Folta, Cooper, and Woo, 1997).

Effect of entrepreneur’s degree of involvement

Recent anecdotal evidence highlights the trade-offs involved in the strategic choice of an
entrepreneur—being someone who is a full-time employee elsewhere versus being a self-
employed entrepreneur. Fast Company report (dated Nov. 16, 2016) suggests that full-time
employed entrepreneurs enjoy the income and financial stability that self-employed
entrepreneurs often lack. Full-time employees that have startup businesses do not completely
burn through savings as they are figuring out the viability of the startup business.

Consistently, evidence suggests that, in the U.S., “73% of founders of startup businesses make
$50,000 per year or less” (Business Insider report, April 2016)—implying that in the U.S.
entrepreneurs who are not full-time employed elsewhere run the risk of “ruining their finances.”
Not surprisingly, Petrova (2012) noted that entrepreneurs that are full time employed have
higher social capital, level of confidence, and access to financial resources.

Entrepreneurship Ecosystem in the U.S. and India

The Role of Regional Support: In the U.S., entrepreneurs have access to a wide range of services

from educational opportunities to advanced strategizing from institutions such as the Ewing

Marion Kauffman Foundation. Additionally, the U.S. federal government also provides loans
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through the SBA and grants through the Small Business Innovation Research program (Leach &
Melicher, 2014). To foster international competitiveness of U.S. firms and entrepreneurs, the
U.S. federal government also sponsors The Global Entrepreneurship Program (GEP), The Global
Entrepreneurship Week (GEW), and exchange programs such as the TechWomen and the J-1
Internship Program which allows participants interact with some of the most innovative
companies in Silicon Valley.

Less discussed is the Indian government’s assistance for its entrepreneurial community. Over
the last decade or so, India has made progress, providing assistance to entrepreneurs through
institutions such as the ICICI Bank and the State Bank of India (SBI) that has launched bank
kiosks with retailers such as Oxigen and MFI Sahyog Microfinance Foundation. Others, such as
the International Finance Corporation's (IFC) have invested in Indian banks to provide loans to
entrepreneurs. Private micro-loans through microfinance have also helped several entrepreneurs.
To address the trade-off whereby the banks lack the incentive to finance most early startups and
the amounts available through microfinance are often inadequate for an entrepreneur’s
requirements, a few innovative solutions have been devised by the social support organizations,
leading to “an alternative to the traditional financial sector” (Sonne, 2012; p.639).

Social and Culture Influence: (about US). An emerging literature has explored the role of social

networks for the success of Indian entrepreneurs in the context of the software industry and
entertainment industry (Patibandla and Petersen 2002; Lorenzen & Mudambi, 2013) and these
studies have found knowledge spillovers within a social network increase the competitive and
product market information improving the available pool of skilled manpower.

Although limited, literature provides a hint that the opportunity cost for Indian entrepreneurs

are different than those in the U.S. In an investigation of the Indian software industry,
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Sonderegger and Taube (2010) found that the knowledge transfer from Silicon Valley by the
Indian diaspora as well as by the Silicon Valley venture capital firms with partners of Indian
origin have helped Indian entrepreneurs. Aggarwal (2006) noted that there were 44 India funds
raised by US-based VCs with an average investment pool of USD 100 million each. Given the
fledgling state of India's venture capital industry, researchers have yet to systematically explore
how an entrepreneur’s degree of involvement affects the firm’s ability to survive.

Theory and Hypotheses
Effect of personal network on performance of entrepreneurial firm

Personal networks help a nascent firm in a variety of ways. First, personal network contribute
to “information exchange” and the rapid diffusion of novel ideas and techniques, not only among
manufacturers and service providers in the developed economies (Holbrook et al., 2000; p.
1020), but also in developing economies (Opper and Nee, 2015) leading to social learning among
entrepreneurs.

Second, the role of personal network in funding new ventures is important (Shane and Cable,
2002). Ties to others facilitate the transition process related to starting a new business and
becoming a founder (also Hoang and Gimeno, 2010; Hoang & Yi, 2015). Personal networks also
act as “prisms” that shape an entrepreneur’s relationships to other people as well as influence
their “adjustment to their environment.”

Third, personal network reinforces entrepreneurs’ identity (Nicolaou and Birley, 2003) by
providing access to role models (Kacperczyk, 2013; Nanda and Sorensen, 2010). Klyver, Hindle,
and Meyer (2008) found that having other entrepreneurs in the personal network increases the

possibility of starting a new firm, and that this effect varies across countries. Finally, network
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participants can enhance the reputation of an entrepreneur as well as signal the quality of
products and services (Deeds, Mang, and Frandsen, 1997; Higgins and Gulati, 2003).

In particular, Gulati and Higgins’ (2003) find that the usefulness of endorsements varies with
market conditions and that leads us to believe that the relative importance of an entrepreneur’s
personal network is likely to vary between the countries - U.S. and India and anecdotal evidence
supports this intuition. Given the disproportionate importance of entrepreneurship communities
in the U.S. when compared to India (approximately 1500 incubators vs. 140 incubators,
respectivelyi), it is reasonable to assume that an entrepreneur’s personal network plays a more
critical role in early stages of venture in the U.S., as the incubator directly as well as indirectly
provide access to resources via networking among entrepreneurs (Peters, Rice and Sundararajan,
2004). -- we do not expect the personal network of an entrepreneur in India to play as critical a
role in the survival of the startup during the incubation stage, as it does in the U.S. Therefore:

H1la: During the incubation stage, the entrepreneur’s personal network will have a lower
effect on the survival of entrepreneurial firms in India as compared to the survival of
entrepreneurial firms in the U.S.

However, in the post-incubation stage, of a new venture, the entrepreneur’s personal network
on survival will be reversed in India and the U.S. We expect the personal network would be
relatively more important during this period in India than in the U.S. Our assertion builds on the
fact that the India business culture has a lower tolerance for founder’s missteps, so companies
don’t have a long time to prove their value proposition and test products extensively2 and many

business decisions were based on social connections and prior relationships, rather than the

1 “E-comparison: US vs Indian Startup Ecosystem”, March 2018, available at
https://www.tandongroup.com/2018/03/07/ecomparison-us-vs-indian-startup-ecosystem/

2 Ajay Yadav, “How Startup Culture in India Differs from The U.S.”, 2016, available at
https://www.forbes.com/sites/ey/2019/11/06/unleashing-ambition-inside-eys-strategic-growth-forum/#408900cc340f
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actual business function itselfs. Consistent with Panda (2015) and Morris et al. (2006), we expect
the entrepreneurs in India are likely to rely on the personal network to forge the relations
necessary to get access to the suppliers if raw materials as well as to establish contacts with new
customers to increase market share in the post-incubation stage. Thus, —

H1b: During the post-incubation stage, the entrepreneur’s personal network will have a
higher effect on the survival of entrepreneurial firms in the India as compared to the survival of
entrepreneurial firms in the U.S..

Effect of the degree of involvement on performance of entrepreneurial firm

Research has explored the trade-offs associated with the degree of involvement of the
entrepreneur. Naudé (2009) found that the higher number of entrepreneurial opportunities and
demand for entrepreneurship in developing countries was matched by the higher rates of survival
of self-employed entrepreneurs. Consistently, Naude (2010; p. 4) noted that as compared to
developed economies, the “start-up rates, self-employment, and opportunity for entrepreneurship
are all much higher in India.”

In line with Naude’s research, Temkin (2009; p. 137) observed that self-employed informal
entrepreneurs in developing countries— whom he referred to as incipient entrepreneurs--
preferred higher degree of involvement with informal trade for the lack of other opportunities.
This is consistent with Kodithuwakku and Rosa’s (2002; p. 443) study of Sri Lankan farmers in
which they observed that successful self-employed farmer-entrepreneurs had converted their
labor into “income-generating activities.” Acharya et al., 2007 also notes that rural
entrepreneurship is the dominant form of entrepreneurship in India. Such entrepreneurship

should lead to more self-employed entrepreneurs in India as compared to the U.S., who are

3 AJ Agrawal, “The Difference between Entrepreneurship in India and in the U.S.”, 2016, available at https://www.inc.com/aj-
agrawal/the-differences-of-entrepreneurship-in-india-compared-to-the-u-s.html
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motivated by the lack of other opportunities to make their business survive the incubation stage.
The motivation of self-employed entrepreneurs is also supported by anecdotal evidence that
states that entrepreneurial activities might be undertaken by Indian youth with fewer job
opportunities. India has 300 million youth, but it can only offer 100 million jobs (The Economic
Times, Jan. 6, 2009).

The previous discussion suggests that in the incubation stage, the opportunity cost (such as
the risks of bankruptcy due to medical emergencies) of being a self-employed entrepreneur is
much higher in the U.S. than in India. On the other hand, given the high levels of bureaucracy in
India, entrepreneurs with a low degree of involvement (i.e., with full-time employment) are
likely to forego the critical activities necessary to navigate the bureaucratic hurdles to raise
money from governmental sources. This leads us to predict that:

H2a: During the incubation stage, the effect of lower degree of involvement (full-time
employment) on the survival of entrepreneurial firms will be lower in India compared to the U.S.
H2b: During the incubation stage, the effect of higher degree of involvement (self-

employment) on the survival of entrepreneurial will be higher in India compared to the U.S.

In post-incubation stage, however, we do not expect any difference in the effects of full-time
employment and self-employment in India and the U.S. In the U.S., the pressure on American
entrepreneurs to be employed elsewhere for health and other benefits, which are likely to be
covered by the VC, will likely decrease. Additionally, in the U.S., the pressure to manage the
firm to scale up and increase efficiency will make it more important for the entrepreneur to be
self-employed in the startup. Thus, we predict—

H2c: During the post-incubation stage, the effect of lower degree of involvement (full-

time employment) on the survival of entrepreneurial firms will be similar in India and the U.S.
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H2d: During the post-incubation stage, the effect of higher degree of involvement (self-

employment) on the survival of entrepreneurial firms will be similar in India and the U.S.

Research Method
The data and sample

GEM is a global research source that collects data on entrepreneurship directly from
individual entrepreneurs and it is a representative and valid survey to measure and examine
entrepreneurial attitudes, abilities, aspirations, activities, and their influential factors across
countries in a uniform fashion. GEM’s Adult Population Survey (APS) provides analysis on the
characteristics, motivations and ambitions of individuals starting businesses, as well as social
attitudes towards entrepreneurship. The National Expert Survey (NES) looks at the national
context in which individuals start businesses. (Reynolds et al. 2005)

The data for this study were obtained from both the NES and APS of the GEM database
between the years 2012 and 2014. This time period is appropriate for our study because it was
the period of economic prosperity for both India and the U.S. Whereas the U.S. economy had
expanded from about $16 trillion to about $17.5 trillion in that period, the Indian economy had
expanded from about $1.84 trillion to $2.1 trillion in the same period. The GEM data looks at the
country context of 89 countries (NES), and the entrepreneurial behavior and attitudes of
individuals across these countries (APS). From the adult population survey, we downloaded data
for 23573 respondents.

We focused on two countries in this study - the U.S. and India. Using the NES data, we
identified significant contextual differences between these two countries on three specific profile

dimensions out of the nine dimensions available in the GEM Data. The three profile dimensions
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were -- (1) financing for entrepreneurs, (2) internal market dynamics; and (3) social and cultural
norms. Other studies that have used NES data as a means of comparing entrepreneurial activity
between two countries or two distinct groups include Bobera, Lekovic & Berber 2014 (Serbia
versus Montenegro) and Pinho, 2017 (Portugal versus Angola).
Operationalization of VVariables

The dependent, independent and the control variables were extracted from the APS (Adult
population survey). We used 14513 responses from the U.S. and 9060 from India.
Dependent Variable
Entrepreneurial Firm Survival. The dependent variable extracted from the GEM database, is a
measure for entrepreneurial firm survival during the incubation and post-incubation stages. It is a
binary variable where the respondents were asked whether they manage and own a new business
that is up to 42 months (coded as “1”) nor not (coded as “0”) or older than up 42 months (coded
as “1”) nor not (coded as “0”). The incubation stage time period spans 42 months, a measure of
new firm “‘survival’’ based on the Reynolds (2005), the shortest time frame that provided stable
survival rates with the 2000 cases in the original sample seemed to occur at about 42 months or
3.5 years. The post-incubation stage defined as survival beyond 42 months.
Independent Variables
Personal Network. We measured personal networks as connections among the entrepreneurs.
This variable is dichotomous and is derived from the question: “Do you know somebody that has
started a new business in the past two years?” This term was coded “1” for when they answered
“yes” which implied that they had a network and “0” for when they did not know anyone that
had started a business. Other recent entrepreneurship literature that has used the GEM access to

network variable include Urbano & Turro 2013 (personal networks as a capability increase
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likelihood of becoming corporate entrepreneurs), and Suchart 2017 (personally knowing other
entrepreneurs generates positive attitudes toward entrepreneurs).
Degree of Involvement. We also examine degree of involvement that contributed to
Entrepreneurial Firm Survival. We created two variables to define whether the respondent had a
low degree of involvement (Full-time employment) or a high degree of involvement (Self-
employment). Full-time Employment, and Self-employment were coded as “1” for yes and “0”
for no. The most critical impact of work and career effects would seem to be on the successful
long-term operation and survival of the new firm, rather than a decision to become involved with
a start-up. (Reynolds 2010).
Country. We also included country as an independent variable to test differences between U.S.
and India. Country was considered was coded “0” for United States and “1” for India. Country
was also a moderator in the analysis.
Control Variables

Since we used data between 2012 and 2014, we controlled for Year 2012 and Year 2013,
using dummies (“1” for true and “0” for false). We also controlled demographic variables such
as Gender, Age range, Education level, and Income level, to reduce unobserved heterogeneity
given that we have heterogeneous multi-level data points. The Education level, Income level and
Age range had multiple category ranges, where higher number represented higher level or range.
Gender was coded as a dummy variable (“1” for male and “0” for female).
Analytical Procedures

Since the dependent variable was categorical, we used binary logistic regression as our
method of analysis. Four models were used. Our baseline model used just the control variables -

Year 12, Year 13, Gender, Age Range, Education Range, and Income Levels. In Model 2, we
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included the three independent variables - Personal Network, Full-time Employment, and Self-
employment. In Model 3, we included the moderator variable - Country (U.S. versus India). In
the final model (Model 4) we used the three interaction terms - Country*Personal Network,
Country * Full-time Employment, and Country * Self-employment.
Results

Table 1 presents the means and standard deviations of the key context variables between the
U.S. and India. As is evident, the T-tests demonstrate the means are significantly different on all
three dimensions -Financing for Entrepreneurs (t= -2.466, p<0.01), Internal Market Dynamics
(t=-2.49, p<0.01) and Social and Cultural Norms (t=6.92, p<0.001). These results indicate that
there is more public financing available for entrepreneurs in India as compared to the U.S.; the
markets are more dynamic in India as compared to the U.S. The social and cultural influence in
the U.S. favored entrepreneurship more than in India (t= 6.92, p<0.001).

Insert Table 1 about here

Table 2 provides the descriptive statistics of the variables and the correlations among the
study variables. The dependent variables have skewed distribution; their means 0.03 (incubation
stage) and 0.07 (post-incubation stage) are the average survival scores of firms in India and the
U.S. The low survival rate identified here is consistent with previous studies of entrepreneurship
(Bednarzik, 2000). The percentages of entrepreneurs who have a personal relationship with other
entrepreneurs who started a business in the last 2 years, are 26% in U.S. and 27% in India with
an average of 26% for both countries. U.S. entrepreneurs have a higher ratio of full-time
employment (0.40), comparing with India’s full-time employment ratio (0.24), but their self-
employed ratios are about the same (0.13). Male respondents and female respondents are almost

equally distributed in our data sample. The average for age range is 35 to 50 years, which is
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typical age of entrepreneurs when they start their business (Azoulay, Jones, Kim & Miranda
2018). The majority of the respondents have at least a secondary degree of education.
Insert Table 2 about here

Tables 3a and 3b provide the results of the logistic regression analysis. The dependent
variable in Table 3a is “survival up to 42 months (incubation) and in Table 3b it is “survival
beyond 42 months” labeled as post-incubation stage. An analysis of Table 3a shows, Gender,
Age Range, Education Level, and Income Level are significant in Model 1. Males that are
younger, and of higher education, and income levels tend to be associated with firm survival in
the incubation stage. In the post-incubation stage education variable is not significant. When the
independent variables are introduced in Model 2, the block Chi-square increased to 1161.13 and
2722.24; and the Cox and Snell R2was 0.06 and 0.15 for incubation and post-incubation periods
respectively. Personal networks, Full-time Employment, and Self-employment all significantly
improved the chances of survival of the entrepreneurial firms both in the incubation and post-
incubation stages. Next we introduced Country as a variable and it was significant ( = -0.62,
p<0.001, incubation) (p = -0.28, p<0.01, post-incubation). The negative co-efficient is indicative
that entrepreneurial firms in the U.S. were more likely to survive than in India both in the
incubation and post-incubation stages.

In the final model (Model 4) we ran the interaction terms. We present the results for
incubation (Table 3a) and post-incubation (Table 3b). Hypothesis 1a which stated that the effect
of personal network on the survival of entrepreneurial firms would be lower in India during the
incubation stage, when compared to firms in the U.S. was fully supported (Table 3a, Model 4,
=-1.07, p<0.001). Hypothesis 1b which stated that the impact of personal network would be

higher on the survival of firms would be higher in India as compared with the US during the
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post-incubation stage was also supported (Table 3b, Model 4, B= 0.88, p <0.001). Hypothesis 2a
stated that the effect of full-time employment on the survival of entrepreneurial firms would be
lower in India when compared to the U.S. during the incubation stage was also fully supported
(Table 3a, Model 4, g =-1.00, p<0.05). Finally, Hypothesis 2b that stated that the effect of self-
employment on the survival of entrepreneurial firms during incubation stage would be higher in
India than in the U.S. was also fully supported (f = 0.77, p<0.01). The Block Chi-square is
59.60 and the Cox and Snell R2 was 0.07
Insert Tables 3a and 3b about here

Hypothesis 2c that stated the effect of full-time employment would be similar on the survival of
entrepreneurial firms in post-incubation stage was not supported. It seemed that like in the post-
incubation stage, there continued to be a significant difference between India and the US. In the
U.S. entrepreneurs who had full time employment elsewhere had a higher probability of their
businesses surviving in the post-incubation stage too. Hypothesis 2d was supported, the effect of
self-employment on survival was similar in India and the US.
Robustness checks

Given the rarity of the event in our dependent variable, we checked the robustness of our
model specification with the rare event technique (Firth, D 1993; Heinze and Schemper, 2002).
We performed firth logistic regression (with firth penalized maximum likelihood method) to
increase confidence in our results. The results of firth logistic regression are fully consistent with
our results from the binary logistic regression.

Discussion
Our investigation revealed the intriguing finding that the personally knowing other

entrepreneurs favor the survival of the entrepreneur’s business in the U.S. during the incubation
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stage but in the post-incubation stage personal network effect are more important in India. Being
self-employed favorably impacts the survival in India during the incubation stage, and as
expected, in the post-incubation stage there is no difference between the US and India.
Entrepreneurs with full time employment elsewhere seem to likely to experience higher survival
rates in the U.S, both in the incubation and post-incubation stages as compared to India. This
could be because full-time employment elsewhere often affords healthcare coverage which
entrepreneurs are loath to give up until their business is in a more established footing.

Although researchers have noted that personal network have benefited smaller firms in
industries such as the semiconductor industry (Stuart, 2000) and biotechnology (Baum et al.,
2000), ours provides evidence that the effect of personal network varies from an emerging
economy to a developed one during the incubation and post-incubation stages. Specifically, our
study reveals that when entrepreneurial firms depend on angel investing (incubator stage)
networks play a bigger role in providing support than when they rely on other types of
government subsidized funding (Seghers, Manigart, & Vanacker, 2012). In the US when the
management of the firm becomes more efficiency driven because of VC intervention, the focus
more internally driven whereas Indian firms use their personal networks to cross over from
government funding to other sources of funds. It seems that US entrepreneurs take longer to get
more fully engaged in their business.

We extend the entrepreneurship literature in a variety of ways. First, our exploration of the
effects of the strategic choice of the founder—his/her degree of involvement in the early stages
of the firm—on the survival of the firm. Ours is one of the first systematic studies to address the
differences between the impact of the degree of involvement in the incubation and post-

incubation stages in a developed economy and in an emerging one. Second, we extend previous
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findings on founder imprinting (Hsu and Lim, 2013) by clarifying that the effect of founder
imprinting on a startup survival varies from a developed economy to an emerging one.

Despite the contributions, our paper has some limitations. Our theory is yet to be tested for
other prominent emerging economies, such as China, Brazil, and Russia. Further research with
survey-based data can increase the robustness of the findings. Nonetheless, our research reveals
that academics and policy makers need to be cognizant of the structural factors that affect the
survival of entrepreneurial firms in the incubation stage as well as in the post-incubation stage.
By providing some evidence that the drivers of survival vary between a developed economy and
an emerging one, we underscore the need to explore the policy choices for the emerging

economies that are distinct from that of developed economies.
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Table 1: T-Test results for Context variables for U.S. and India.

Cronbach’s u.s. India
Variable Alpha Mean SD Mean SD T-score Sig.
Financing for Entrepreneurs 0.76 2.65 0.98 2.9105 0.85 -2.466 .015
Internal Market Dynamics 0.79 2.89 1.23 3.2367 1.19 -2.49 .013

Social and Cultural Norms 0.89 3.88 1.01 3.0532 1.04 6.92 .000
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Surviving the incubation stage and beyond:

Table 2: Descriptive statistics and correlations

Variable Mean _ Std. Deviation 1 2 3 4 5 6 7 8 9 10 11
1. Entrepreneurial Firm Survival up to 42 months .03 A7

2. Entrepreneurial Firm Survival over 42 months .07 247 _.031%

3. Year 2012 .35 48 L025%% - 025%*

4. Year 2013 37 .483 022%% 052%* - 561**

5. Gender 49 .500 .045%* .083**  -0.001 -0.004

6. Age Range 4.37 1.618 -022%*% 102%%  027**  078**  -.055%*

7. Education Level 2.35 1.053 .037%%  053**  065** .021**  .050**  .095**

8. Income Level 2.03 .832 .055%* 085**  -017* .033**  .075**  0.008 .306%*

9. Personal Network .26 439 AB7F*107F%  -040%* .041%*%  104%*  -075%*  .066**  .099**

10. Full-time Employment .34 473 -035%*%  -001** 025%%  -058**  214**  -115%% 153X 202%*  044*%*

11. Self-employment 13 .340 263*%%  A73%*  O17**  027%%  .123**  051**  0.005 029%*  196**  -.281**

12. Country .38 .486 -.030%* -.061** -086** -.062**  0.008 -.374%%  -.333**  -.054**  0.011 -.158**  -0.002

**_ Correlation is significant at the 0.01 level (2-tailed); *. Correlation is significant at the 0.05 level (2-tailed).
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Table 3a: Logistic regression models for incubation survival

Modella Model 2a Model 3a Model 4a
Variable Beta s.e. Beta s.e. Beta s.e. Beta s.e.
Year 2012 -0.28** 0.11 -0.50%** 0.11 -0.53%** 0.11 -0.58%** 0.11
Year 2013 0.08 0.10 -0.18 0.11 -0.15 0.11 -0.18 0.11
Gender 0.49**  0.08 -0.04 0.09 0.04 0.09 0.05 0.09
Age range -0.07** 0.03 -0.12%** 0.03 -0.17%** 0.03 -0.15%** 0.03
Education Level 0.15**  0.04 0.19%+* 0.05 0.10* 0.05 0.11* 0.05
Income Level 0.31**  0.05 0.20%** 0.06 0.20%** 0.06 0.19%** 0.06
Personal Network 1.25%** 0.09 1.26%** 0.09 1.59%** 0.12
Full-time Employment 0.96%** 0.15 0.81*** 0.15 0.86%** 0.18
Self-employment 2.97%** 0.14 2.97%** 0.14 2.65%** 0.18
Country -0.62%** 0.11 -0.32 0.27
Country * Personal Network Hla -1.07%** 0.20
Country * Full-time Employment H2a -1.00* 0.42
Country * Self-employment H2b 0.77** 0.29
Constant -4.41%*  0.19 -5.57%** 0.22 -4.86%** 0.25 -5.04*** 0.27
Block chi-square 129.00 1162.13 34.98 59.60
Model chi-square 129.00 1291.13 1326.11 1385.70
Cox and Snell R-squared 0.006 0.062 0.064 0.066

* p<0.05; **: p<0.01; **: p<0.001. (N= 23573; 14513- U.S., 9060- India)
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Table 3b: Logistic regression models for post-incubation survival

Model 1b Model 2b Model 3b Model 4b
Variable Beta s.e. Beta s.e. Beta s.e. Beta s.e.
Year 2012 0.02 0.08 -0.26** 0.10 -0.28** 0.09 -0.31** 0.10
Year 2013 0.40**  0.08 0.30** 0.09 0.30** 0.09 0.20* 0.09
Gender 0.74***  0.06 0.23** 0.07 0.27%** 0.07 0.30%** 0.07
Age Range 0.27**  0.02 0.33%** 0.03 0.30%** 0.03 0.30%** 0.03
Education Level 0.02 0.03 0.07 0.05 0.02 0.04 0.04 0.04
Income Level 0.40**  0.04 0.34%** 0.07 0.34%** 0.05 0.35%** 0.05
Personal Network 0.14 0.13 0.14* 0.07 -0.16 0.09
Full-time Employment 1.27%%* 0.12 1.22%** 0.13 1.44%** 0.15
Self-employment 4.05%** 0.12 4.04%** 0.12 4.10%** 0.14
Country -0.28** 0.09 -0.38 0.23
Country * Personal Network H1b 0.88*** 0.15
Country * Full-time Employment H2c -1.55%* 0.35
Country * Self-employment H2d -0.13 0.24
Constant -5.44**  0.15 -7.27F%* 0.20 -6.94%** 0.22 -6.93%** 0.24
Block chi-square 560.18 2722.24 11.05 75.41
Model chi-square 560.18 3282.42 329347 3368.88
Cox and Snell R-squared 0.027 0.150 0.151 0.154

* p<0.05; **: p<0.01; **: p<0.001. (N= 23573; 14513- U.S., 9060 India)
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IN-DEPTH VIEW OF EXTERNAL AND INTERNAL DRIVERS OF SELECTIVE
REVEALING AFFECTING THE IMPLEMENTATION OF STRATEGIC OPENNESS

ABSTRACT

This study utilizes interdisciplinary research to provide a finer grained view of the internal and
external factors affecting the decision to implement strategies of openness. A three-pronged
theoretical approach is introduced to examine the macro, mezzo and micro factors affecting the
decision-making. This beneficial approach provides a more comprehensive view while looking at
the various roles of the external environment, organization and leader. Industry competitiveness,
organization age and size and leader’s personality are some of the likely drivers that may affect

the implementation of strategic openness leading to an improved decision-making.

Keywords: Selective revealing, strategic openness, knowledge revealing, internal and
external drivers



INTRODUCTION

Knowledge is one of the most crucial and valuable resources, particularly in innovative
organizations (Grant 1996; Kogut and Zander 1992, 1996). Organizations used to accomplish
competitive advantage through exclusive ownership and control of innovation-related knowledge
(Chesbrough, 2003). Researchers have recognized that such linear approaches to innovation do
not sufficiently explain modern innovation activities (i.e., Powell, Koput, and Smith-Doerr, 1996;
Teece, 1986; von Hippel, 1988). Realizing that innovation-related knowledge can be dispersed
outside any organization blurring the organizational boundaries (Bogers and West, 2012;
Chesbrough, 2003 and 2006a; Dahlander and Gann, 2010), in today’s knowledge-based economy
(Davis and Dingel, 2019; Drahos and Braitwaite, 2017; Powell and Snellman, 2004), many
organizations try to adopt “open innovation” by collaborating and exchanging knowledge with
their environment to take advantage of complementary assets and capabilities, and to improve the
commercialization of innovation (i.e., Chesbrough, 2003; Randhawa, Wilden, and Hohberger,
2016; West and Gallagher, 2006). This “open” approach to innovation through iterative exchanges
of knowledge, technology, and resources across organizational boundaries seemed more adequate
(Chesbrough, 2003).

However, retaining innovation capabilities (Chesbrough, 2003 and 2006b) as well as
capturing innovation value (Pisano, 2006; Teece, 1986 and 2006) are two major concerns
complicating the management of such knowledge disseminated outside organizations. Providing
ideas to the market and gaining external knowledge are two key factors for success in open
innovation (Enkel, Gassmann, and Chesbrough, 2009; Gassmann and Enkel, 2004). Hence,
innovation-related exchange of external knowledge can become a complex issue involving

intellectual property rights (IPRs). As complex as this exchange of external knowledge is, it is also



very important in today’s knowledge-based economy since knowledge-intensive activities rely on
intellectual capabilities which then contribute to the enhanced speed of technological and scientific
advancement (Davis and Dingel, 2019; Drahos and Braitwaite, 2017; Powell and Snellman, 2004).
Therefore, controlling and managing the exchange of external innovation-related knowledge can
be considered one of the vital aspects of competitive advantage (Arikan, 2009; Barney, 1991;
Pfeffer and Salancik, 1978).

There are numerous avenues to manage this complexity of managing innovation-related
knowledge. These IP creation paths can be achieved through trade secrecy, copyright, licensing,
publication, and IPRs such as patents, trademarks and design rights (Baldwin & Henkel, 2015;
Henkel, 2006; Henkel, Schoberl, and Alexy, 2014; Chesbrough and Ghafele, 2014). It has also
been suggested that, strong IPRs are advantageous for the focal firm and sometimes they are
essential for open innovation (Chesbrough, 2003 and 2006b). Though these concepts are
important, the current study is focused on another way of dealing with this complex issue of
controlling and managing innovation-related external knowledge.

Recent research suggests operating without exclusive rights and even waiving some of the
IPRs may help enhance open innovation (Henkel, 2006; Henkel et al., 2014), contradicting these
various points of views suggesting strong IPRs or secrecy with regards to innovation-related
knowledge in the conventional literature. Voluntary, purposeful and permanent revealing of
particularly selected knowledge-based resources, referred as selective revealing, can be beneficial
under the circumstances of open innovation (Alexy et al., 2013; Henkel, 2006). Although there are
various efforts to re